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Abbreviations and symbols

(a) Dictionary titles

We include extracts from many different dictionaries at various points in

the book. For the ones we refer to most frequently, we use the following

abbreviations:

AHD American Heritage Dictionary Houghton Mifflin Company, Boston
MA, USA

CALD Cambridge Advanced Learner’s Dictionary Cambridge University
Press, Cambridge, UK

CED Collins English Dictionary HarperCollins Publishers, Glasgow, UK

COBUILD  Cobuild English Dictionary HarperCollins Publishers, Glasgow, UK

CRFD Collins-Robert French Dictionary HarperCollins Publishers, Glasgow,
UK

LDOCE Longman Dictionary of Contemporary English Pearson Education
Ltd, Harlow, UK

MED Macmillan English Dictionary for Advanced Learners Macmillan
Publishers Ltd, Oxford, UK

MWwWC Merriam-Webster Collegiate Dictionary Merriam Webster Inc,
Springfield MA, USA

MW-3 Merriam-Webster Third International Dictionary Merriam Webster
Inc, Springfield MA, USA

OALD Oxford Advanced Learner’s Dictionary Oxford University Press,
Oxford, UK

ODE Oxford Dictionary of English Oxford University Press, Oxford, UK

OED Oxford English Dictionary Oxford University Press, Oxford, UK

OHFD Oxford-Hachette French Dictionary Oxford University Press, Oxford,

UK

References to these dictionaries indicate the edition referred to and its publication
date. Thus 4 HD-4 (2000) refers to the 4th Edition of the American Heritage Dictio-
nary, published in 2000.



ABBREVIATIONS AND SYMBOLS X1

(b) Use of the = symbol

In the Oxford Guide to Practical Lexicography we provide practical suggestions at
many points. These are introduced by the & symbol.

(¢) Other Abbreviations

BNC British National Corpus

CQL corpus query language

CQS corpus query software

DTD document type definition

DV defining vocabulary

DWS dictionary writing system

ECD Explanatory Combinatorial Dictionary
FE frame element

FSD full-sentence definition

HTML  Hypertext Markup Language
IPA International Phonetic Alphabet
KWIC  keyword in context

LOB Lancaster-Oslo-Bergen corpus
LU lexical unit

MLD monolingual learners’ dictionary

MWE  multiword expression

NC noun countable

NLP natural language processing
NP noun phrase

NU noun uncountable

OEC Oxford English Corpus
OED Oxford English Dictionary
PDF Portable Document Format
POS part of speech

PP prepositional phrase

RTF Rich Text Format

SL source language



Xii ABBREVIATIONS AND SYMBOLS

TL target language

V+0 verb + object

VP verb phrase

WSD word sense disambiguation

WYSIWYG what you see is what you get
XCES XML Corpus Encoding Standard
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Introduction

1.1 What this book is about 1 1.3 How this book works 5
1.2 What lexicographers do 2 1.4 And finally... 8

1.1 What this book is about

The Oxford Guide to Practical Lexicography (OGPL) is a complete intro-
duction to the job of creating a dictionary. It provides a step-by-step guide
to all the tasks involved in the planning, resourcing, and compilation of
reference materials for human users. The clue is in the title. It is a book
about how to write dictionaries. Or, more accurately, about how we write
dictionaries — something we have both been doing for the better part of our
working lives.

For those who are interested, there are plenty of books ‘about dictio-
naries’ — about their macrostructure and microstructure, their strengths
and their weaknesses. This is the province of the metalexicographers,
for whom the dictionary itself is the object of study. There is a thriv-
ing metalexicographic community, represented by scholars such as H.-E.
Wiegand, F.-J. Hausmann, Gabriele Stein, Reinhard Hartmann, and Henri
Béjoint. Others —one thinks for example of Ladislav Zgusta, Bernard
Quemada, Alain Rey, Josette Rey-Debove, Carla Marello, Dirk Geeraerts,
and Laurence Urdang — have written eloquently about dictionaries while
also being actively involved in the business of dictionary-making. Our focus
in OGPL is on practical methodologies for transforming raw language data
into dictionaries, though finding out about these will give you plenty of
insights into the general nature of dictionaries.
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All dictionaries are incomplete, and come under the heading ‘work in
progress’. And just as there is no such thing as a perfect dictionary, there
is, equally, no ‘right’ way to produce a dictionary. So we make no special
claims for the methodology we outline in this book, because there are many
different ways of reaching the same goal. What we describe here is what
has worked well for us over a number of years. And although the OGPL
is written in English and most of the examples we give are from English
dictionaries (or from English-French dictionaries when we exemplify bilin-
gual issues), the lexicographic techniques we describe are for the most part
language-independent. !

1.2 What lexicographers do

Dictionaries are often perceived as authoritative records of how people
‘ought to’ use language, and they are regularly invoked for guidance on
‘correct’ usage. They are seen, in other words, as prescriptive texts. Lex-
icographers have for long been uncomfortable with this idea — at least
from the time of James Murray, the founding editor of the Oxford English
Dictionary — and we see ourselves as working firmly within the tradition of
descriptive lexicography. For us, a dictionary is a description of the vocab-
ulary used by members of a speech community (for example, by ‘speakers
of English’). And the starting point for this description is evidence of what
members of the speech community do when they communicate with one
another. But between the raw linguistic data and the finished dictionary, a
number of other factors come into play, as Figure 1.1 shows. Each box in the
diagram represents an ‘input’ to the lexicographic process, and we deal with
all these issues later in the book. Lexicographers need language technology
to gain access to linguistic data; we need linguistic theory to help us analyse
the data effectively and draw useful conclusions from it; and we have to
understand the needs of our target audience if we are going to produce a
language description that is accessible and relevant to the people who will
use it.

I Inevitably there are exceptions: for example, deciding on what should be a head-
word — not an especially big problem for those of us working in European langu-
ages — is fraught with difficulty for lexicographers describing the languages of southern
Africa.
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Evidence: linguistic data

Technology (1)
<4— corpora and corpus-
querying software

Linguistic theory +—>»

Users’ needs, users’

skills
Technology (2)
databases,
dictionary writing

systems

Technology (3)
v . n
delivery media —
Dictionary “—| print and electronic

Fig 1.1 From data to dictionary

1.2.1 Lexicography and technology

Computers were first employed in the dictionary-making process in the
1960s, and in the intervening half-century the role of technology has become
ever more central. In the twenty-first century, all good dictionaries take
corpus data as their starting point, and the contemporary lexicographer
(typically querying the corpus online and recording dictionary data in a
structured database) depends on a number of technologies — most of them
of recent origin. These include:

= personal computers with vast storage capacity, powerful processors,
and fast internet links

= corpus data, processed using software tools developed in the Nat-
ural Language Processing community and accessed through dedicated
querying programs

= software for inputting dictionary text, and databases that store and
manage the text as it develops.

And once the dictionary has been compiled, technology offers a number
of ways, and a number of media, for making it available to the end-user.
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Improvements in hardware and infrastructure have been critical here, but
the lexicographic community also owes a big debt to those computational
linguists who have made our lives easier (and made the dictionaries we
produce better) by applying their expertise to lexicographic tasks. In this
context, Adam Kilgarrift, Pavel Rychly, Antonio Zampolli, Roy Byrd, Ken
Church, Ulrich Heid, Greg Grefenstette, and Thierry Fontenelle deserve
special thanks.

1.2.2 Lexicography and theory

This is not a book about ‘theoretical lexicography’ — for the very good
reason that we do not believe that such a thing exists. But that is not
to say that we pay no attention to theoretical issues. Far from it. There
is an enormous body of linguistic theory which has the potential to help
lexicographers to do their jobs more effectively and with greater confidence.
In the OGPL we refer to theoretical discussions whenever they illuminate
the task in hand and help us to inject more ‘system’ into our work. People
whose day job is writing dictionaries can’t hope to remain fully abreast in
every area, but fields of particular relevance to our work include lexical
semantics, cognitive theory, pragmatics, and corpus linguistics. There is no
question that lexicography has benefited hugely from the insights of schol-
ars such as Charles Fillmore, Igor Mel’Cuk, John Sinclair, Juri Apresjan,
Alan Cruse, Eleanor Rosch, Beth Levin, Annie Zaenen, George Lakoff,
and Douglas Biber (to name just a few). It’s important to stress that these
linguists don’t (in general) address lexicographic issues directly. Their focus
is language, not dictionaries, and they don’t ‘tell lexicographers what to do,
or how to solve problems’. Rather, ‘they show us different ways of looking
at language, which we can take and adapt to our needs’ (Atkins 1993: 29).
Lexicographers have a great deal to learn from linguistic theory, and many
of the recent improvements in dictionaries can be attributed to the intelli-
gent application of theoretical ideas.

1.2.3 Lexicography and dictionary users

But making dictionaries ‘is not a theoretical exercise to increase the
sum of human knowledge but practical work to put together text that
people can understand’. So says Sidney Landau (2001: 153), himself a
distinguished lexicographer, whose classic volume, Dictionaries: the Art and
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Craft of Lexicography, is warmly recommended for anyone who wants to
know what goes on in the production of a published dictionary. “The value
of a work’, as Johnson says, ‘must be estimated by its use’, and the most
important single piece of advice we can give to anyone embarking on a
dictionary project is: know your user. The OGPL invokes this mantra in
every chapter, and we make no apology for this. This doesn’t imply a super-
ficial concern with ‘user-friendliness’, but arises from our conviction that
the content and design of every aspect of a dictionary must, centrally, take
account of who the users will be and what they will use the dictionary for.
Samuel Johnson (as is increasingly recognized) identified and grappled with
almost all the problems that preoccupy lexicographers today.” But what is
most impressive of all is his insistence that users’ needs are paramount,
and users’ skills (or lack of them) must be taken into account. In a famous
reflection on this theme, he says:

It is not enough that a dictionary delights the critick, unless, at the same time, it
instructs the learner; as it is to little purpose that an engine amuses the philosopher by
the subtilty of its mechanism, if it requires so much knowledge in its application as to
be of no advantage to the common workman.

(The Plan of an English Dictionary, 1747)

Crudely paraphrased, this tells us that no amount of theoretical rigour is
worth a hill of beans if the average user of your dictionary can’t understand
the message you are trying to convey.

1.3 How this book works

The OGPL is in three parts:

= Part 1 (Chapters 2-7): ‘Pre-lexicography’
= Part 2 (Chapters 8-9): ‘Analysing the data’
= Part 3 (Chapters 10-12): ‘Compiling the entry’.

Part 1 deals with the things you need to know, the tasks you have to perform,
and the resources you need to assemble before you can embark on writing
your dictionary. In Part 2, we take you through the two principal stages of
the analysis process: discovering the senses of the headword (the ‘lexical
units’), and recording the lexicographically relevant facts about each of
these units. In Part 3 we demonstrate in detail how we compile entries for

2 See for example Hanks (2005): 243-244.
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monolingual and for bilingual dictionaries, including a discussion of the
translation process that is a necessary part of bilingual entry writing. If you
are using OGPL as a textbook, Part 1 can be seen as a reference section
providing background information, while Parts 2 and 3 form a complete set
of teaching modules.

At the end of each chapter we provide a reading list in two parts:

= recommended reading on the topics covered in the chapter
= further reading on these and related topics.

All the books and articles we refer to are listed in a full bibliography at the
end of the book, and many of the most relevant papers also appear in a
companion volume to this one: Practical Lexicography: A Reader edited
by Thierry Fontenelle (2008). Finally, all the chapters that deal directly
with the creation of dictionary text are accompanied by practical exercises.
Figure 1.2 gives an outline of the contents of OGPL.

Chapter 1
Introduction

[
Part 1
PRE-LEXICOGRAPHY

Part 2
ANALYSING THE DATA

|
Part 3
COMPILING THE ENTRY

Chapter 2
Dictionary types
and dictionary users

Chapter 8

Building the database (1):

word senses

Chapter 10
Building the
monolingual entry

Chapter 3
Lexicographic evidence

Chapter 9

Building the database (2):

the lexical unit

Chapter 11
The translation stage

Chapter 4
Methods and resources

Chapter 5
Linguistic theory
meets lexicography

Chapter 6
Planning the dictionary

Chapter 7
Planning the entry

Chapter 12
Building the bilingual
entry

Fig 1.2 Contents of the book
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In the Pre-lexicography section, Chapter 2 looks at the earliest stages
in the planning of a dictionary project: first, at the decisions that have
to be made about the type of dictionary you are writing (monolingual
or bilingual, for native speakers or learners of the language, for adults
or children, and so on); and second, at the creation of a ‘user profile’, a
description of the typical user of the dictionary with an assessment of their
needs and linguistic skills. In Chapter 3 we discuss sources of lexicographic
evidence, in particular the design, collection, and processing of a text corpus
for dictionary-building. Chapter 4 starts by outlining the main stages in
the editing process, from corpus to finished entries; describes software for
corpus-querying and entry-writing; and introduces the Style Guide, the
document that sets out, in fine detail, the way in which dictionary entries
should be written. Some of the most useful ideas drawn from theoretical
work in linguistics are introduced in Chapter 5, including sense relation-
ships (hyponymy, synonymy, etc.), Fillmore’s frame semantics, the concept
of lexicographic relevance, and Mel’Cuk’s lexical functions. (The relevance
of other theoretical areas, such as prototype theory and pragmatics, is
explained in other chapters.) Dictionary ‘macrostructure’ is discussed in
Chapter 6, where we look at the principal types of entry found in most
dictionaries, and at the various kinds of lexical item about which inclusion
decisions have to be made. But the greater part of this chapter focuses
on the issues involved in building the dictionary’s headword list, from
simple words through proper names to multiword expressions. Part 1 of
the book concludes with Chapter 7, where we deal with the dictionary’s
‘microstructure’, and look at each of numerous possible entry components.
We describe their function and illustrate their use in real dictionaries. The
chapter ends with a brief look at the electronic dictionary, and at the
microstructure decisions to be made over the internal organization of its
entries.

The two chapters in the section entitled Analysing the data give an
account of the work involved in extracting from the corpus all the infor-
mation that is relevant for the dictionary. The first step in the process is to
identify and record the senses of a polysemous word, and this is the central
theme of Chapter 8. Here we describe a methodology for dividing words
(or ‘lemmas’) into senses (or ‘lexical units’) and show how linguistic theory
can contribute to successful word sense disambiguation. The next step in
the process is the discovery and recording of facts about each lexical unit,
and Chapter 9 describes the kinds of material to be recorded, and how it
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may be entered in a database, illustrating this with corpus data and extracts
from sample entries. All the relevant properties of the lexical unit are cov-
ered here: its meaning, grammar, significant contexts, and combinatorial
features (including the various types of multiword expression that have to
be specified and recorded).

The section entitled Compiling the entry, as its name implies, gives a
complete account of the way in which monolingual and bilingual entries are
built on the basis of the facts systematically recorded during the analysis
process. In Chapter 10 we move on from preliminary database to finished
entries in a monolingual dictionary. Here we discuss the options for pre-
senting and ordering the various categories of information that make up
an entry. This chapter deals with topics such as grammar, labelling, and
illustrative examples, but its primary focus is on issues relating to the
key function of writing definitions. Bilingual dictionaries are considered
separately, and Chapter 11 goes through the process of finding equiva-
lences in a target language for source language items of every type. The
discussion covers all the factors involved in inserting useful translations
into the database, for later use by the editors writing bilingual entries;
using source language and target language corpus data to find and check
translations; and lastly, how these may be recorded in the database entry.
Finally Chapter 12 provides an account of how a bilingual entry is assem-
bled from the materials created in the previous stages. We look at the
ways information can be distributed in the entry and at the tasks involved
in putting the entry together — starting with decisions on the presenta-
tion of senses; working through the various options for showing transla-
tions, and selecting examples; and finally proposing strategies for helping
users to choose the most appropriate target language expression for their
purpose.

1.4 And finally...

Anna Wierzbicka, who has written prolifically and insightfully about
semantics and cognition (while taking the occasional sideswipe at the hap-
less lexicographer) famously observed that ‘lexicography has no theoretical
foundations, and even the best lexicographers, when pressed, can never
explain what they are doing and why’ (1985: 5). Her observation has a good
deal of truth in it (though perhaps a little less than when she made it). It is
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framed as a sort of exasperated reproof — but is this absence of theory such
a bad thing? It may make more sense to think in terms of the principles that
guide lexicographers in their work. We have already hinted at what these are
in our case, but let’s now attempt a summary.

Our objective in producing dictionaries is to create a description of lan-
guage which is faithful to the available linguistic evidence, and optimized to
take account of the specific needs and skills of those who will use the dic-
tionary. To a significant degree, this process entails the exercise of subjective
judgment — consider, for example, the way that we all (as lexicographers
or ordinary language-users) go about the task of finding meaning in texts.
But we recognize (and welcome) the fact that this subjective element can
at many points be made more objective, either through the contribution
of intelligent software or through the application of linguistic theory. This
interaction between lexicography, linguistics, and language engineering has
helped to make dictionaries more systematic, more internally consistent,
more complete, and simply better as representations of how people use
language in real communicative situations. And we have no doubt that
these collaborations have more to offer as we go forward. In the end,
though, we share Johnson’s view that ‘in lexicography, as in other arts,
naked science is too delicate for the purposes of life’. Natural languages are
dynamic systems, which tolerate a good deal of inventiveness, idiosyncrasy,
and deviation from ‘normal’ behaviour. Consequently, efforts to make them
conform to one particular way of looking at language, efforts — in short —
to describe language ‘scientifically’, have usually foundered when they come
up against what Landau (1993: 113) refers to as ‘the stubborn diversity of
actual usage’. If we have a theoretical position at all, it is a belief that most
(if not all) of the things that people do with language are motivated. So,
for example, if a phrasal verb depends on one particle rather than another,
or an originally monosemous word acquires new meanings and uses, these
things tend to happen in ways that are systematic rather than arbitrary. The
underlying systems aren’t always easy to retrieve and describe, but they are,
ultimately, accessible to anyone with enough data, enough perseverance,
and enough analytical nous. This is one of the challenges that make lexi-
cography so exciting.

You learn about lexicography by doing it, by training other people to
do it (which we have been doing for over two decades), and by talk-
ing about it with colleagues. We have learned a lot from the dictionary-
lovers and dictionary-practitioners who belong to the major lexicographic
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associations: EURALEX, the Dictionary Society of North America,
Afrilex, Australex, and Asialex. But it is no accident that the most relevant
things written about lexicography have been written by lexicographers —
starting with Samuel Johnson, and continuing with our friends and col-
leagues in the profession, especially Patrick Hanks, Rosamund Moon, Tony
Cowie, and the late Penny Stock. And as someone who has expanded our
horizons and improved the quality of our lexicographic life, Adam Kilgar-
riff deserves a special mention. Though not a lexicographer himself, he is the
only world-class computational linguist who genuinely understands what
lexicographers do (and what they need in order to do it better). It has been
our good fortune to work with some of the best people in the lexicographic
world, and we have learned an enormous amount from all of them.

And finally, we leave the last word to the Great Cham of Literature (and
Lexicography)...
When I survey the Plan which I have laid before you, I cannot, my Lord, but confess,
that I am frighted at its extent, and, like the soldiers of Casar, look on Britain as a
new world, which it is almost madness to invade. But I hope, that though I should
not complete the conquest, I shall, at least, discover the coast, civilize part of the

inhabitants, and make it easy for some other adventurer to proceed further, to reduce
them wholly to subjection, and settle them under laws.

Samuel Johnson, Plan of a Dictionary (1747)

N N N N N N S 1 N N N 1 1 1N N N 1 N 1N N N S N N N N 1 1N N N N N N N N N N N

Envoi  One of us spent the first ten years of her lexicographic life working
her way through the alphabet, and emerged blinking into the daylight
convinced that every lexicographer needs a linguist in their life. Not just
any linguist, but one with the skill and patience necessary to help us make
sense of the complexities that assail us in our daily labour at the wordface.
Linguists out there should be aware that the operative word in that last
sentence is ‘patience’. Once in a Berkeley café, just before linguist and
lexicographer were scheduled to give a joint paper, the following exchange
took place:
Lexicographer: I'm sorry, I don’t quite understand that — could you explain it again
please, slowly.
Linguist does so, very slowly. Lexicographer asks a tentative question for clarification.
Linguist flinches.

Lexicographer (panicking): Do you sometimes want to give up, and bang your head
down really hard on the table?

Linguist (thoughtfully): Not my head.
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Introduction to Part |

Part 1 of the book covers what we call ‘Pre-lexicography’ — the planning
stages of a dictionary project. It explains the things you need to know, the
tasks you have to perform, and the resources you need to assemble before
your project can get properly under way. We deal first (in Chapter 2) with
the business of specifying a dictionary — making decisions about the kind
of reference book it will be, the type of information it will contain, and
the kinds of people who will use it. Next, Chapter 3 takes you through
the process of acquiring a corpus, a body of evidence providing the raw
language data on which your dictionary will be based. In Chapter 4 we
look at the other resources you will need, including software (for querying
the corpus and building the dictionary database), a Style Guide, and a set
of template entries. Chapter 5 provides an introduction to a number of
concepts from theoretical linguistics which have particular relevance to the
work we do as lexicographers. Chapters 6 and 7 deal, respectively, with the
dictionary’s macrostructure and microstructure, describing first the process
of building a headword list and selecting the main types of entry the dic-
tionary will include, and then the structure and components of individual
dictionary entries. By the end of Part 1 you will have everything in place to
begin the next stage — the lexicography itself.
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Dictionary types and
dictionary users

2.1 The birth of a dictionary 18 2.4 Tailoring the entry to the
2.2 Types of dictionary 24 user who needs it 35
2.3 Types of dictionary user 27

This chapter sets dictionary writing in its context. It looks at how the dictio-
nary comes about in the first place and how dictionaries may be classified.
The dictionary user is shown to play a central role in the planning process,
and we illustrate the ways in which editorial decisions are influenced by
our understanding of the needs and skills of our dictionary’s typical user.
Figure 2.1 sets out the plan of the chapter.

Dictionary types and dictionary users
Birth of a Dictionary Dictionary Tailoring entry
dictionary types users to users
Editorial | || Dictionary Know your | | | Monolinguals | |
plan properties user
Bilinguals
Classifying User
dictionaries profiles ]
User ||
research

Fig 2.1 Contents of this chapter
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2.1 The birth of a dictionary

Dictionaries are not born every day. They are hugely expensive to produce
from scratch, and most ‘new’ dictionaries still owe much to some earlier
incarnation. Sometimes however you get the chance to do it all from the
first twinkle in the eye of the publisher. In such a case there is a ‘pre-
lexicography’ stage, when the most fundamental decisions are taken, affect-
ing every aspect of the lexicography. Figure 2.2 outlines this process through
to dictionary publication. During this pre-lexicography stage, the decision-
making process typically involves a dialogue between publisher and senior
editor. The editor may have plenty of ideas about what s/he would like
to do, but the final say rests with the publisher, who holds the purse
strings.
The sequence of events typically goes like this:

= The marketing department spots a ‘gap’ on the booksellers’ shelves,
and commissions from the editorial department a dictionary to fill
that gap. (For all but scholarly or historical dictionaries, market forces
come into play here: the new work will have to sell against existing
dictionaries produced by competitor publishers.)

= The marketing department specifies the type of dictionary needed,
describes the market it will sell to and thus the type of user it is
destined for, and paints a broad-brush picture of what its contents
should be.

= The eventual selling price of the proposed dictionary is to a large
extent dictated by the price of competing dictionaries, and this in turn
constrains the overall budget of the project.

= The budget dictates the schedule (timeline, personnel, resources, etc.).

= The budget and schedule are passed to the editorial department where
the dictionary is designed and developed.

= For the dictionary planners who will work within this budget to
create a dictionary for a specific market, the needs of the end-user
determine the extent of the book and its content (the number of
headwords, the depth of their treatment, the type of material to be
included in the front and back matter, etc.).! The styling of entries
is specified, and sample entries are produced and circulated for com-
ment. The Style Guide is drafted. The dictionary planners work with

! The editors’ detailed planning of the dictionary is described in Chapters 6 and 7.
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the IT department to customize the dictionary writing software
(DWS), and - if the publishers have no corpus — to design and build
a lexicographic corpus together with its corpus query software (CQS);
also to provide the hardware for the project.

= The editorial planners set up a system of text flow, text back-up etc.,
often one which allows the dictionary editors to work online from
home.

= The editors also have in mind the type of presentation needed for the
dictionary to be effective and attractive, and usually there are early
discussions with the design department (see e.g. Luna 2004).

= The e-dictionary (the electronic version of the dictionary), if there is
to be one, is usually commissioned from an outside software firm,
who develop the user interface in collaboration with the dictionary
planners, allowing both print and electronic versions of the dictionary
to be compiled simultaneously.

= When the dictionary text is ready, it is passed to the production depart-
ment, who take it through to book and electronic form.

= The marketing department, in consultation with the editorial depart-
ment, handles the launch of the new dictionary.

2.1.1 Developing the editorial plan

For lexicographers the birth of a new dictionary offers exciting opportuni-
ties. The potential for improvement and innovation is almost infinite, but
two general principles have to be kept in mind:

= Space is finite and has to be used intelligently.

= A dictionary is like an eco-system: decisions about content, presenta-
tion, and design can’t be made in isolation, because a change to one
part of the system impacts on all the other parts of it.

2.1.1.1 The intelligent use of space This is a zero-sum game. Space is
finite, so if you use a certain amount of it for one purpose, that amount
is not available for any other purpose. Even the 20-volume OED makes no
claim to include all the vocabulary of English.? Inevitably, then, the average

2 “There are a number of myths about the Oxford English Dictionary, one of the most
prevalent of which is that it includes every word, and every meaning of every word, which
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one-volume dictionary can cover only a small proportion of the vocabulary
of a language.

It may seem obvious that the more information a dictionary contains,
the more helpful it is likely to be. In fact, though, there is always a trade-
off between coverage (how much information a dictionary includes) and
accessibility (how easy it is for users to find the information they need
and successfully process it). Over the centuries, dictionaries have evolved
strategies to maximize the use of limited space, for example by the use of
codes, abbreviations, and a ‘telegraphic’ defining style. But all this comes
at a cost. Until its ninth edition (1995), the Concise Oxford Dictionary was
a miracle of compression, packing an astonishing amount of information
into a small-format one-volume dictionary. But as the extract in Figure 2.3
shows, not all of this information is readily retrievable by an unskilled
user.

bag! n. 1. receptacle of flexible material with closable opening at
top (esp. w. prefixed word showing contents or purpose;
DIPLOMATIC bag, GAME! bag, HAND' bag, KIT' bag, mailbag,
travelling-bag, VANITY bag); (w. such prefix understood)
particular kind of this; hence ~FUL. 2 n. 2. contents of bag;
MIXED bag; amount of game a sportsman has shot or caught
(also fig.) 3. ~and baggage, with all belongings; ~of bones lean
creature; (whole) ~of tricks every... [etc]

Fig 2.3 Extract from Concise Oxford Dictionary (1982)

Since the 1970s, a countervailing tendency has stressed user-friendliness,
and this has led to a re-evaluation of the value of packing large amounts
of information into a small space. But almost anything you do to make
dictionary text easier to process will take up more space. Writing out
‘noun’, instead of the abbreviated ‘#’, may seem a trivial change, but if
your dictionary has 25,000 noun headwords, its effects are multiplied by
25,000. Another option is to begin the description of each new sense
on a new line. This is appealing: the page looks less cluttered and users
find it easier to locate the meaning they want. But it all takes up space,
and that means a reduction in the amount of information that can be
included.

has ever formed part of the English language’ (John Simpson, Editor of OED: quoted
on OED website).
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2.1.2 The dictionary as eco-system

It’s sometimes useful to think of the dictionary in ‘database’ terms, as a
set of components (such as definitions, etymologies, and pronunciations)
that can be dealt with discretely. But when planning a dictionary, we have
to think of it as a complete system, in which all these components are
inextricably related to one another. To give a concrete example: one of the
decisions the editor of an English dictionary has to make at the planning
stage is how to handle inflections. The options include:

= showing full inflections for every word (thus sail, sails, sailing, sailed);

= showing inflections only when they are irregular (and you then have to
define what is meant by ‘irregular’);

= not showing them at all.

Each choice has its consequences — especially the first, which is very space-
intensive. The benefits of any approach have to be weighed against its
impact on available space: if we include more information about this partic-
ular feature, what others will have to be sacrificed? The COBUILD dictio-
naries, for example, generally avoid abbreviations, provide full inflections,
and use a ‘full-sentence’ defining style in favour of conventional definitions.
All of this, it may be argued, contributes to making the dictionaries more
user-friendly. But there is an inescapable downside: these policies use up a
lot of space, and consequently COBUILD’s dictionaries always have signif-
icantly fewer headwords than other books in the same category.?
Two questions arise:

= If we want our dictionary to include more information, why not just
make it bigger?
= Doesn’t the arrival of electronic media make this discussion irrelevant?

Dictionaries have a tendency to get bigger with each new edition. For exam-
ple, the third edition of the Oxford Advanced Learner’s Dictionary published
in 1976 had 1,002 pages of A-Z text. Subsequent editions got steadily larger,
and when the seventh edition came out in 2005 it weighed in at 1,780
pages — an increase of almost 80 per cent. Some of the extra space is used
to include more information (more headwords, for example) and some to
present existing information in more accessible forms (as by replacing coded

3 Analysis of a fairly large sample suggests COBUILD’s headword count is around
23 per cent lower than that of comparable dictionaries (cf. Rundell 2006: 327).



DICTIONARY TYPES AND DICTIONARY USERS 23

verb patterns — like “VP19C’ — with more explicit grammatical guidance).
But there are limits to how far this process can continue: more pages means
higher costs to the publisher (and possibly also to the user), while the larger
the book, the less portable it becomes and the more likely it is to fall apart.
For all these reasons, it is likely that the dictionaries in this category are
getting close to their maximum size.

In electronic media of all types (from PCs to iPods to mobile phones)
data-storage capacity has become so cheap that it has ceased to be an issue.
In their non-print versions, therefore, dictionaries no longer need to grapple
with space constraints, and publishers are beginning to take advantage of
this novel situation (see §7.2.11 for a brief discussion of electronic dictio-
naries). But if the careful rationing of space has ceased to be a concern
for electronic dictionary planners, the opportunities offered by ‘infinite
capacity’ bring their own challenges. The idea that we can simply include
all of the lexical data available to us is fanciful; at the very least, the process
calls for smart information management and sensitive design, if users are
not going to suffer from a debilitating case of information overload. We
need to be clear about the difference between doing things just because we
can, and doing them because they will be of real value to the user.

Developing an editorial plan involves juggling a large number of inter-
related variables. Every linguistic feature of your target language presents
you with a range of options: should it be covered in the dictionary, and if
s0, in how much depth, and what is the most effective way to convey this
information and display it on the page?

For each policy decision of this type, it is essential to be clear about:

= how much space it requires

= how this impacts the system as a whole

= whether it is in the best interest of users to devote so much space to it
= what has to be jettisoned to make that possible.

The best way of tackling these complex and challenging issues is to think
first and always of the dictionary user. If you have a clear idea of who your
user is and what they want from their dictionary, you stand a good chance
of achieving the right fit between dictionary type and user need. The next
two sections address these two aspects of dictionary planning. We look first
at types of dictionary, then at types of user and ways of identifying their
needs.
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=» Think first about the user when you're deciding what is to go in your
dictionary, and how much prominence to give the various facts.

2.2 Types of dictionary

2.2.1 Properties of dictionaries

There are many different aspects of a dictionary to be taken into account
when you are looking to classify dictionaries. If you are writing, or plan-
ning, a trade dictionary (not a scholarly and/or historical work but one that
has to make its way in the hard commercial world) you need to be able to
think clearly about the following:

1. the dictionary’s language(s): is it...
a. monolingual
b. bilingual: if so, isit. ..
(1) unidirectional* or
(2) bidirectional?
c. multilingual (but we don’t want to go there in this book)
2. the dictionary’s coverage: is it. ..
a. general language
b. encyclopedic and cultural material
c. terminology or sublanguages (e.g. a dictionary of legal terms,
cricket, nursing)
d. specific area of language (e.g. a dictionary of collocations, phrasal
verbs, or idioms)
3. the dictionary’s size: isita...
a. standard (or ‘collegiate’) edition
b. concise edition
¢. pocket edition
4. the dictionary’s medium: is it. ..
a. print
b. electronic (e.g. DVD or handheld)
c. web-based
4 A unidirectional bilingual dictionary, as the name implies, goes ‘one way’: a bilingual
English-French dictionary contains a single text in which the source language (SL) is
English and the target language (TL) is French, cf. §2.4.2.
> A bidirectional bilingual dictionary contains two texts and works ‘both ways’: in a

bilingual English-French dictionary there is one text in which the SL is English and the
TL is French, and a second text where the SL is French and the TL is English, cf. §2.4.2.
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. the dictionary’s organization: is it. ..
a. word to meaning (the most common)
b. word to meaning to word (where looking up one word leads to
other semantically related words)
. the users’ language(s): is the dictionary meant for. ..
a. a group of users who all speak the same language
b. two specific groups of language-speakers
c. learners worldwide of the dictionary’s language
. the users’ skills: are they ...
a. linguists and other language professionals
b. literate adults
c. school students
d. young children
e. language learners
. what they use the dictionary for: is it for one or both of the following.. ..
a. decoding, which is...
— understanding the meaning of a word
— translating from a foreign language text into their own language
b. encoding, which is...
— using a word correctly
— translating a text in their own language into a foreign language
— language teaching

2.2.2 Classifying dictionaries

You can use these properties to categorize most kinds of dictionary fairly

exactly. Take three of the main types with which we are concerned in this
book.

(1) You could describe a big one-volume collegiate dictionary for home,

study, and office use such as the A HD-4 (2000), the ODE-2 (2003), or
the CED-8 (2006) as:

1a (monolingual)

2ab (general language, with some encyclopedic and cultural
material)

3a (standard edition)

4a (print)

Sa (word-to-meaning)
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6a
b
8a(b)

(native English speakers)
(literate adults)
(decoding with some encoding).

(2) A pocket-sized dictionary for school students, such as the Collins
School Dictionary (Collins 1990) could be described as:

la
2a
3c
4a
Sa
6a
Te
8a(b)

(monolingual)

(general language)

(pocket edition)

(print)

(word-to-meaning)

(native English speakers)
(school students)

(decoding with some encoding).

(3) A collegiate one-volume English-French and French-English dictio-
nary such as the CRFD-2006 or the OHFD-2001 would be catego-

rized as:
1b(2)
2a
3a
4a
5a
6b
Tabce
8ab

(bilingual: bidirectional)

(general language)

(standard edition)

(print)

(word-to-meaning)

(English speakers and French speakers)

(linguists, adults, school students, language learners)
(decoding and encoding).

(4) A dictionary such as the Longman Language Activator or the Oxford
Wordfinder could be described as:

la
2a
3a
4a
5b
6¢
Te
8b

(monolingual)

(general language)

(standard edition)

(print)

(meaning-to-word)
(non-native English speakers)
(language learners)
(encoding).

As the examples above show, you can’t use these categories to sort dic-

tionaries into distinct classes, simply to describe them. The categories

should be thought of as sets of properties. Every dictionary must have
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at least one property from each category, but they can have more than
one.

= When you’re planning a new dictionary, consider the implications of each
category carefully in the light of what you know about your market and
typical users. This will help you to make your dictionary maximally useful.

2.3 Types of dictionary user

Creating a dictionary involves making decisions: big decisions at the plan-
ning stage and — as the project goes forward — smaller ones on a day-to-day
basis. Many of these decisions entail some form of selection, because every
dictionary contains a subset of all the available information about the target
language and its vocabulary. For example, at any given point in the editorial
process, you may have to decide whether to include a particular headword
and, if so, how much information to give about it.

To some extent, the commercial factors outlined in the previous two sec-
tions will limit your room for manoeuvre. To give an obvious example, the
length of the dictionary (usually agreed at the outset) restricts the number
of headwords it can include. But within the parameters imposed by the
publishing plan, there is still plenty of scope for variation, as Figure 2.4

illustrates.

clam<ber / ../ v [I always + clamber / ../ (clambers,
adv/prep] to climb or move slowly clambering, clambered) If you VERB
somewhere, using your hands and feet clamber somewhere, you climb =scramble
because it is difficult or steep: there with difficulty, usually using V prepladv
[+over/across etc] They clambered your hands as well as your feet. O
over the slippery rocks. | We all They clambered up the stone
clambered aboard and the boat pulled walls of a steeply terraced olive
out. grove ...

LDOCE-4 (2003) COBUILD-5 (2006)

Fig 2.4 Entries for clamber in two dictionaries of the same type

These two dictionaries are designed for the same user-group: advanced
learners of English. Both use a simple defining language, both provide illus-
trative examples, and both indicate (using codes) that clamber is typically
followed by an adverbial or prepositional complement. But there remain
significant differences. To give a few examples:
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= LDOCE takes the view that its users don’t need to be told about
this verb’s (regular) morphology, but COBUILD provides a full set of
inflections.

= LDOCE lists two particles that typically follow clamber (‘over’ and
‘across’). COBUILD doesn’t, but on the other hand it gives a near-
synonym (‘scramble’).

= LDOCE uses a conventional defining style, while COBUILD opts for
a full-sentence definition.

This gives some idea of significant differences that can be found even among
dictionaries occupying the same well-defined market slot. All these vari-
ations reflect editorial decisions made during the planning stage. But on
what basis are such decisions made? And what can we do to ensure that we
reliably make the ‘right’ decisions? There are two ways of finding out about
the user: user profiling and user research. The process is never scientific, but
the only possible starting point is the targeted user group. You need a clear
understanding of who will use the dictionary, what they will use it for, and
what kinds of skill they will bring to the task. If you have answers to all
these questions, you have a firm basis for making well-informed decisions
about both content and presentation.

= Know your users: that way, the dictionary will give them what they need.

2.3.1 User profiles and how to create them

A user profile seeks to characterize the typical user of the dictionary, and the
uses to which the dictionary is likely to be put. It’s true that some dictionar-
ies have such a wide range of potential users and uses that it may be difficult
to identify information specific enough to be useful. But even in such cases,
the exercise is still worthwhile. To build a user profile, you need to think
carefully about who your typical users will be, and what they will be using
the dictionary for. The principal questions to ask yourself are given below.

2.3.1.1 Types of user Which of these groups do you expect them to belong
to?

= adults, young children, or older children

= native speakers (of the language of the dictionary) or language-
learners
— if learners, are they beginners, intermediate, or advanced?
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general users or specialists

— if specialists, what field are they working in?

using the dictionary in an educational, domestic, or professional set-
ting

2.3.1.2 Types of use Which of these tasks do you expect them to use the
dictionary for?

general reference purposes, such as

— understanding unfamiliar words

— checking spellings or pronunciations
— doing crosswords

studying a particular subject

learning a language

translating text from one language to another
writing essays or reports

— in their first language

— in a language they are learning
preparing for a written or oral exam

2.3.1.3 Users’ pre-existing skills  What skills and knowledge will they have?

In particular, can you rely on...

their linguistic knowledge:

— How proficient are they in the language(s) used in the dictionary?

— Do they know (or need to know) what is meant by terms like ‘noun’,
‘present participle’, and ‘transitive’?

— Can you assume they know regular morphology, or should you give
information on all inflections?

their familiarity with ‘standard’ dictionary conventions:

— Do they understand abbreviations like ad;?

— Do they understand linguistic labels such as informal or derog.?

— Do they understand grammatical codes, or cross-references to other

entries?

Do they know how words are pronounced, or will you need to

provide pronunciations? If so, will they know the International

Phonetic Alphabet (IPA), or will you need to show pronunciation

in some other way?
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The more information of this type you can gather, the better-placed you will
be to make informed decisions on a range of editorial and design issues.

2.3.2 User research and its relevance

‘User research’ refers to any method used for finding out what people do
when they consult their dictionaries, what they like and dislike about them,
and what kinds of problem they look to the dictionary to solve. It can
take a variety of forms, such as questioning users, observing dictionary use,
or setting up experiments in which users take part. It is useful to divide
the field into market research (carried out by publishers) and academic
research (carried out by teachers, researchers in universities, and sometimes
lexicographers).

2.3.2.1 Market research Dictionary publishers regularly carry out (or
claim to carry out) market research. This can take many forms, ranging
from detailed questionnaires or surveys to informal conversations with
teachers, students, and other users. These are usually ‘internal’ operations
and results are rarely made public. On the other hand, publishers are alert
to the PR benefits of being seen to be responsive to their customers’ needs,
so will often publicize the fact that they have carried out market research
without being too specific about its methods or results. But there is no
doubt that good market research often has direct and visible consequences
for editorial policy (see Box 2.1).

In an interesting recent development, some publishers are using the inter-
net as a medium for user research. The Macmillan Dictionaries website, for
example (www.macmillandictionaries.com), provides supplementary mate-
rials such as lesson plans for using dictionaries in the classroom, a “Word
of the Week’ feature, and a monthly e-zine with articles on a range of
language issues. The service is free, but students and teachers register for
it, thus creating a community of dictionary users. In planning the second
edition of the MED, the publishers asked users to fill in a quite detailed
online questionnaire. People seem more ready to cooperate with research
conducted online, and this particular exercise got 1,331 responses — a sig-
nificant amount of data about users’ needs and preferences.

Monitoring the ‘log files’ of online dictionaries (which show exactly
what people have looked up) may provide an even more direct way of
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identifying users’ needs and reference habits. In a fascinating paper, de
Schryver and Joffe (2004) describe a project in which data of this type is
‘directly integrated into the compilation of a reference work’: the dictio-
nary is available online as a ‘work in progress’ and an analysis of users’
searches (including failed searches) has fed into a number of revisions.
Using the same technique, the publishers can measure the effects of these
revisions — which include an improvement in the percentage of successful
searches.

Box 2.1 Market-research and its practical outcomes:
two examples

LDOCE-2 (1987)

The General Introduction describes a market-research programme:

‘We have conducted several research projects with schools and universities
in various countries, including Belgium, Britain, France, Germany, Mexico,
Nigeria, Japan, and the United States, to try to find out how effectively stu-
dents make use of the information [in dictionaries]. .. This has enabled us to
build up a clearer picture of learners’ needs.’

The passage mentions a number of findings, among them this: ‘although
grammatical information is sometimes sought, most users found mnemonic
codes off-putting and impenetrable’. In the new edition, the alphanumeric
grammar codes found in LDOCE-1 (such as [T5a] and [X9]) are abandoned
in favour of more explicit ways of showing complementation. The point made
in the introduction is that this change is a direct response to market research,
which suggested that users did indeed need to know about grammar, but
couldn’t understand the codes in LDOCE-I.

Bloomsbury Concise English Dictionary (2005)

The introduction explains the genesis of the dictionary’s usage notes:

‘We assembled an Advisory Board of academics and teachers from around
the [English-speaking] world ... We sent our Advisory Board questionnaires
eliciting their responses to broad questions like these: What is the most per-
vasive usage problem that you see in your students’ writing?... What types
of spelling problem do you see in your students’ writing?...’ Findings are
reported and recurrent problems identified. The introduction goes on to
describe the publisher’s response: ‘All these problems. .. are dealt with in the
Dictionary’s 600 Usage Notes, its A-Z list of 700 commonly misspelt words,
and its 400 “Spellcheck” notes’, all of which are said to be ‘grounded in the
classroom and reviewed and edited by English teachers’.
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2.3.2.2 Academic and lexicographic research There is a large and growing
body of user research by academics and (more rarely) by practising lexi-
cographers, and several books have been devoted to the subject. Academics
tend to focus on dictionary use in educational environments. Subjects are
sometimes native speakers, as in Miller and Gildea (1985), a seminal paper
on how well (or badly) American fifth and sixth graders understand dictio-
nary definitions, or the two studies of college students’ use of dictionaries,
McCreary (2002) and McCreary and Amacker (2006). More often, they
are language-learners of varying degrees of proficiency, cf. Bogaards (1992,
1998a). Lexicographers, in their research, have tried to discover how actual
users use their actual dictionaries in as near natural settings as possible. An
account of several such projects is to be found in Atkins (1998).

2.3.3 Know your user: conclusions

With characteristic gloominess, Samuel Johnson noted ‘They that take a
dictionary into their hands, have been accustomed to expect from it a solu-
tion of almost every difficulty.” A ‘good dictionary’ was once memorably
defined by lexicographer Janet Whitcut in a conference intervention® as
‘one that’s got in it what you’re looking for’. Users typically expect their
dictionary to include every word they are ever likely to encounter, but in
practice this can’t happen, even with the best or biggest dictionary. Shortly
after the publication of the MED (2002), football star David Beckham
injured the metatarsal bone in his foot. Suddenly the word was everywhere,
but MED had no entry for metatarsal (and neither did any other dictio-
nary of its type). In subsequent updates, some of the learners’ dictionaries
added entries for the word. Yet, unless high-profile sportspeople continue
to sustain such injuries, metatarsal will probably revert to its earlier status
as a term used mainly among specialists, and the case for including it in a
general-purpose learners’ dictionary will be weak.

What this shows is that it is impossible to predict all the questions that
users will ask of their dictionary, so we need to take a pragmatic view about
what we can achieve. A realistic goal is to meet the needs of most users most
of the time. And to achieve this, we have to get the clearest possible picture
of who these users are and what kinds of question they will ask of their

% The First Fulbright Colloquium (on the emerging of lexicography as an interna-
tional profession), London, 13-16 September 1984.
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dictionary. Creating a user profile and taking careful note of relevant user
research will help you to make well-informed editorial decisions.

2.3.4 Decisions affected by user profiling and user research

To sum up: with a clear idea of your users and their needs, you are well-
placed to make decisions on a range of editorial and design issues, covering
both content and presentation. In this section we set out a few questions to
ask yourself when making editorial planning decisions.

2.3.4.1 Content

= Which headwords (and which meanings) should the dictionary
include? Other questions in this area:
— How many headwords does the dictionary need to contain?
— Will users want to look up literary, dated, or obsolete words?
— Should the dictionary include dialect words?
— Should it cover specialist terms, and if so, which domains are most
relevant to users?
= And, for each headword, which information categories are most
important? Here, too, other questions arise:
— Do your users know about (or need to know about) how words
combine grammatically?
Do they need information about pronunciation or the stress patterns

of phrases?

Do they already know how regular verbs inflect, or will you need to
tell them this?
— Do they need to know about typical contexts of the headword?

The answers to these questions may also impact on your corpus devel-
opment programme. For example, editorial planning for the Macmillan
School Dictionary (2004) — a book aimed at non-native speakers studying
the full range of school subjects through the medium of English — started
with an analysis of a built-for-purpose corpus. School textbooks and exam
syllabuses for relevant subjects were collected from countries where the
book would be sold, and frequency data from the resulting 20-million-word
corpus provided the basis for headword selection.
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2.3.4.2 Presentation: metalanguage

= What linguistic skills can you expect your users to have? Other ques-
tions that follow from this one:
— Will definitions need to be written in simplified language?
— Can we use IPA to show pronunciations?
— Are users familiar with terms relating to transitivity, countability,
and collocation?
= What reference skills can you assume in your users? Here we ask:
— Will they understand ‘standard’ abbreviations (such as adj, phr vb,
or AmE)?
— Can you use ‘codes’ to indicate syntactic behaviour, or should this
information be carefully spelled out?

2.3.4.3 Presentation: design and layout

= What is the best way to set out the material so that the dictionary is
easy to use but still contains enough information?

The way information is presented makes a big difference to how easily users
find what they are looking for, and how confident they feel about consulting
their dictionary. Decisions in this area are generally made by the publisher
and designer, but some input from the editorial team is essential and it is
worth being aware of the issues.

Good design ‘is intended to serve the reader by making the structure
of the author’s text clear in a visual form, and also by making the book
pleasant to handle’ (Luna 2004: 847). Traditionally dictionaries have shown
certain worrying tendencies:

= They pack the maximum information into the smallest possible space,
giving the page a very dense look (as for instance in the entry shown in
Figure 2.3 above).

= They rely on variations in typeface to signal different information
types: thus linguistic labels are often indicated by a change to italic
type, cross-references are often shown in small capitals, and multiword
expressions are usually in bold type.

Contemporary dictionaries have improved on the almost impenetrable lay-
outs of earlier models through the use of more ‘white space’ and the practice
of starting new meaning blocks — in longer entries at least — on a fresh line.
But reliance on typeface variation remains heavy, and dictionary planners
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must try to be realistic about whether their target users can recognize
intended differences. As always, the test of the system is not whether it satis-
fies lexicographers’ desire for order, but whether users actually understand
the information being offered.

2.4 Tailoring the entry to the user who needs it

Once you have done your user profiling and have a good idea of the needs
and skills of the typical user of your dictionary, you have to set about devis-
ing entries that meet these needs and build on these skills. What this means
in practice can be seen from the comparison of three types of monolingual
dictionaries (in §2.4.1 below) and from an analysis of a bilingual entry (in
§2.4.2).

2.4.1 Monolingual dictionaries

In this section we look at the three major types of monolingual dictionary:

= for adult native speakers, represented by CED-8 (2006)
= for school children, represented by Collins School Dictionary (2006)
= for adult learners, represented by MED-1 (2002).

We’ll compare their approaches to the same material, the verb disturb
and its relatives disturbed and disturbing (omitting disturbance); the three
entries are shown in Figure 2.5. Our focus will be on the content and the
presentation of the entries.

When you are comparing dictionary entries it’s a good idea to go about it
systematically, so in comparing the disturb entries we’ll look at the following
features of these three dictionaries, and see how they reflect the user profile
of each:

= content:
— amount of information
— type of facts in entry
— wording of definitions
= presentation:
— treatment of the ‘word family’ (as headwords or otherwise)
— the way the words are divided into senses.
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disturb (di'sta:b) vb (i) 1 to intrude on;
interrupt 2 to destroy or interrupt the
quietness or peace of 3 to disarrange; muddle
4 (often passive) to upset or agitate; trouble:
I am disturbed at your bad news 5 to
inconvenience; put out: don’t disturb yourself
on my account [C13 from Latin disturbare,

from DIS-! + furbare to confuse] >
dis'turber.

disturbance [...]

disturbed (di'sta:bd) adj  psychiatry

emotionally upset, troubled, or maladjusted.
disturbing (di'sta:bip) adj tending to upset
or agitate; troubling; worrying >
dis'turbingly adv
CED-8 (2006)

disturb, disturbs, disturbing, disturbed
1 (vers) If you disturb someone, you break
their rest, peace, or privacy. 2 If something
disturbs you, it makes you feel upset or
worried. 3 If something is disturbed, it is
moved out of position or meddled with.
disturbing (adjective).

disturbance [...]

Collins School Dictionary (2006)

disturb /di'sta:b/ verb [T] #*
1 to interrupt someone and stop them from
continuing what they were doing: I didn’t want
to disturb you in the middle of a meeting. &
Sorry to disturb you, but do you know where
Miss Springer is? & Her sleep was disturbed by
a violent hammering on the door.
2 to upset and worry someone a lot: Ministers
declared themselves profoundly disturbed by
the violence.
3 to make something move: A soft breeze
gently disturbed the surface of the pool. 3a. to
frighten wild animals or birds so that they run
away.
4 to do something that stops a place or situation
from being pleasant, calm, or peaceful: Not
even a breath of wind disturbed the beautiful
scene.
disturb the peace legal to commit the illegal
act of behaving in a noisy way in public,
especially late at night
do not disturb a sign that you hang on a
door, especially in a hotel or an office, to say
that you do not want to be interrupted

disturbance [...]

disturbed /di'sts:bd/ adj *
1 affected by mental or emotional problems,
usually because of bad experiences in the past:
These are very disturbed children who need
help.
2 extremely upset and worried: I am very
disturbed by the complaints that have been
made against you.

disturbing /di'sta:big/ adj * making you feel
extremely worried or upset: [ found the book
deeply disturbing. & disturbing images of war
and death.

—disturbingly adv: The crimes

disturbingly similar.

were

MED-1 (2002)

Fig 2.5 The disturb entry: three different approaches

2.4.1.1 Comparing the content of entries As befits their respective func-
tions, these three dictionaries are all different sizes and formats: the CED
is a large collegiate dictionary with about 120,000 headwords; the CSD is
a concise dictionary of around 14,500 headwords, with larger print and a
lot of white space; and the MED is a standard volume of about 46,000
headwords and quite compressed text. All three of the entries compared
are good entries from good dictionaries. Nonetheless, some anomalies are

apparent in this brief analysis. As we all find on reading reviews of our
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dictionaries, anyone shining a spotlight on a single entry will find something
to complain about. No one can guarantee total consistency throughout a
set of (say) 50,000 entries compiled by (say) a dozen lexicographers over a
period of (say) three or four years.

Amount of information

= A quick comparison of the three entries is enough to show that the
adult learner clearly needs more help than either the adult or the
young native speaker. That figures — native speakers have their own
linguistic instincts to rely on when it comes to putting a ‘new’” word
into a sentence, or trying to use it.

= Most of the additional information in the MED has to do with encod-
ing rather than decoding.

Type of facts in entry

= The most interesting point is the fact that the learners’ dictionary
identifies by the bold typeface two ‘multiword expressions’ (cf. §7.2.7.1
for an explanation of this term). These are the legal idiom disturb the
peace and the sign do not disturb, and the dictionary explains each
of them. The others do not, although an adult native speaker at least
might reasonably be supposed to need a definition for the legal phrase.

= There are no examples in the children’s dictionary (possibly owing to
length restrictions), while the learners’ dictionary is understandably
very rich in good informative examples to help learners slot the word
into their passive — and hopefully active — vocabulary. The function of
the examples in the CED is probably rather to help users sort out the
various already known meanings of the word.

= A justifiable omission from the CSD is the word disturbingly.

= The dictionaries for adults, whether native speakers or learners, give
the pronunciation in the International Phonetic Alphabet (IPA); the
editors of the schools dictionary rightly believed their readers couldn’t
handle TPA and mostly omit pronunciation, including it only for some
of the more difficult words in a form of respelling, shown in the CSD
entry in Figure 7.3 in Chapter 7.

= The only grammatical information in the children’s dictionary is the
wordclass of the headword, and even then you wonder whether ‘verb’
and ‘adjective’ mean very much to the majority of its readers; transitiv-
ity is specified in the adults’ dictionaries (‘#r” and “T’); and the fact that
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in the ‘upsetting’ sense disturb is often passive is given in the dictionary
for native speakers (who presumably don’t need this) but not in the one
for learners (who probably do).

= Both the dictionaries for adults include a domain label (‘psychiatry’ in
the CED and ‘legal’ in the M ED); it would have made sense for both of
them to include both labels, but it’s realistic to omit them in children’s
dictionaries.

= The adult native-speaker dictionary (CED) contains etymologies; the
MED (in common with most learners’ dictionaries) does not, although
these are starting to appear in some electronic versions.

= Only the learners’ dictionary mentions corpus frequency (using aster-
isks to indicate how common the words disturb, disturbed, and disturb-
ing are). It’s reasonable to think that this information would hold little
interest for native speakers.

Wording of the definitions

= CED tends to define by means of semi-synonyms instead of a para-
phrase (senses 1, 3, 4, and 5).This technique is rightly eschewed in
CSD and MED, where the paraphrase definitions are longer, but much
more user-friendly, and allow the editors to describe the meaning of
the headword for the most part in simpler and easier words, as is
appropriate for children and language-learners.

= As a result, the definitions in CED contain some words (agitate, mal-
adjusted) that might be expected to challenge a user who needs to look
up disturb; those for children and adult learners are more instantly
comprehensible.

= The conversational format of the ‘if..." definitions in the children’s
dictionary (pioneered in COBUILD from which the CSD is derived)
make for a much more natural-sounding description of meaning, as
though the dictionary were answering its users’ question “What does
this word mean?’.”

2.4.1.2 Comparing the layout of entries As was the case with the content
of the three entries, their various layouts reflect the editors’ awareness of the
intended users.

7 This type of defining has its champions and detractors: defining is discussed in detail
in Chapter 10.
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Treatment of the ‘word family’

= The most user-friendly way of setting out word meanings in a dictio-
nary is to make every searchable word a headword: that way, your user
is less likely to overlook it. Not every dictionary however can find the
space to do this.

= While the words disturb and disturbed are given headword status in all
three dictionaries, disturbing occurs as a headword in CED and MED
but not in the schools dictionary. The CSD, smaller in format and
subject to harsh length constraints, presumably decided not to devote
space to making headwords of semantically transparent adjectives in
-ing. (But it would have been more user-friendly to make all searchable
words into headwords.) The word disturbingly is a run-on with only
wordclass information in CED, while in the MED it is given an exam-
ple sentence as well; it doesn’t appear at all in the schools dictionary.
The rare word disturber is attested in the CED, presumably to reassure
people who suspect it might exist or don’t know how to spell it (or
both). All these decisions seem quite in keeping with the dictionaries’
various user profiles.

Senses of the headword

= As often with sense differentiation — not an exact science (cf. the
discussion in Chapter 8) — the division of the headword disturb into
senses is hard to reconcile with the various dictionaries’ targeted users,
although the fact that the largest dictionary (CED: for adult native
speakers) splits the word into the most senses (5), and the smallest
dictionary (CSD: for children) into the least (3) is fairly typical.

= Without examples, it’s difficult to see the difference that CED draws
between its senses 1 and 2 (although CED’s sense 1 is probably MED’s
sense 1, which also covers CED’s sense 5, and CED’s sense 2 is probably
MED’s sense 4). CSD is very adequate for its young readers, who
would probably be confused by more detail.

2.4.2 Bilingual dictionaries

Before we can say much about bilingual dictionaries, there are a few con-
cepts and terms that we should clarify. Consider your own bilingual dictio-
nary, or one you know well.
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= Aswe saw already, it may be a ‘unidirectional’ dictionary, i.e. it consists
of a single text from Language A (the source language, or SL) to
Language B (the target language, TL).

= It may be a ‘bidirectional’ dictionary, i.e. it contains two distinct texts
in one volume:
— one from Language A to Language B, and
— one from Language B to Language A.

Consider now a single unidirectional text (i.e. from Language A to Lan-
guage B): this will be half of a bidirectional dictionary, and the whole of a
unidirectional one.

= If your own language is the SL then your dictionary is an ‘encoding’
dictionary (sometimes called an ‘active’ dictionary).

= If your own language is the TL, then your dictionary is a ‘decoding’
dictionary (or a ‘passive’ dictionary).

If your dictionary is a bidirectional dictionary, selling to speakers of Lan-
guage A and those of Language B, then each of the two sections within the
one volume will have to serve a double purpose:

= The A— B section must be simultaneously
— an encoding dictionary for Language-A speakers, i.e. speakers of the
SL
— a decoding dictionary for Language-B speakers, i.e. speakers of the
TL.
= The B— A section must be simultaneously
— an encoding dictionary for Language-B (SL) speakers
— a decoding dictionary for Language-A (TL) speakers.

What does this mean in practice? It means that all but the shortest entries
have a high level of redundancy for both sets of speakers. §2.4.2.2 looks at
this in more detail.

= The SL speakers need all the help they can get. Don’t short-change
them. They’re trying to write in a foreign language. The TL speakers can
wing it if the worst comes to the worst. They’re writing in their own lan-
guage — as long as they can understand what the foreign word means, they’ll
manage.
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2.4.2.1 For one language group The simplest bilingual dictionary to write
is a decoding dictionary for one language group, i.e. one destined for speak-
ers of a single language (the TL) who want to translate into their own lan-
guage. The next simplest is an encoding dictionary for one language group,
i.e. speakers of the SL who need to translate into or express themselves in a
foreign language.

Targeting a dictionary at a single language group means essentially that
the dictionary is designed to be sold in a single market. Not too many Eng-
lish speakers learn Finnish, so a bilingual English and Finnish dictionary
would normally be produced in Finland for speakers of Finnish. It might
very well be sold in English-speaking countries, but it’s not likely to be
designed for use by English speakers, as that would make the entries much
more complex, they would take longer to compile, the book would be big-
ger, the whole thing would cost much more, and the publishers would never
sell enough copies in the English market to make it worthwhile. So if you're
an English speaker having problems with your English-Finnish dictionary,
it may not be all your fault. All the metalanguage will be in Finnish; the
English-Finnish text will be written specifically for the decoding Finnish
(TL) speaker and the Finnish-English text for the encoding Finnish (SL)
speaker.

The result is a dictionary entry like the one shown in Figure 2.6, which is
an example of the simplest bilingual entry: a decoding entry for one language
group, taken from the English-Finnish General Dictionary (published by
Werner Soderstrom Oy, Helsinki, 1998).

disturb /.../ tr 1 a) hiiritd (I hope I'm not ~ing you); b)
sekoittaa, jarkyttdd (the balance) 2 panna sekaisin,
sotkea; siirrelld (he found that the papers on his desk
had been ~ed); muuttaa, muutella; koskea jhk (do not
~ the screws). [...] ~ed a 1 levoton 2 sielullisesti
hiiriintynyt; ~ ward rauhattomien potilaiden osasto.

Fig 2.6 A decoding entry for TL (Finnish) speakers

Pretend you speak English, but no Finnish. Look at the entry and decide
which Finnish word would you choose for disturb in the translation of these
sentences from the British National Corpus:

She ensured that others did not disturb him when he was at his books.
I'm sorry if my questions disturb you.
Sorry to disturb you, but I have to ask . ..
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The contents of each drawer had been disturbed.
The ground had been freshly disturbed.

The animal will only attack if it is disturbed.
He didn’t seem unduly disturbed.

Not much hope of success there! And yet with this entry, no Finnish speaker
would have problems with understanding disturb in these sentences, and
finding and using the correct Finnish equivalent.

Figure 2.7 contains an entry for hopefully from the CRFD-8 (2006),
written expressly to help English speakers translate this word into French,
or express the concept in French. That is to say, it is an encoding entry for
one language group, the SL speakers.

hopefully /'houpfall/ ADV (1| (= optimistically) [say, look
at] avec espoir o ... she asked ~ ... demanda-t-elle
pleine d’espoir. 2|(* =one hopes) avec un peu de
chance « ~ we’ll be able to find a solution avec un peu
de chance, nous retrouverons une solution , ~ it won’t
rain on espere qu’il ne va pas pleuvoir , (yes) ~! je
I’espere !, j’espere bien ! « ~ not! j’espere que non !

Fig 2.7 An encoding entry for SL (English) speakers

This entry has been carefully thought out, with due regard to the contexts
in which hopefully occurs, and an English speaker should have no problem
finding the correct French for this word in the following BNC sentences:

We waited hopefully.

Hopefully he’ll recover well and be back to normal.

The four horses gazed at them hopefully.

Hopefully I will be fighting fit in two weeks.

1t could be it disappearing . . . hopefully it is!

Ros looks at him hopefully.

Did it leave a lot of marks? No. .. hopefully not.

There is a tour of Ireland, Wales and hopefully South Africa. ..

2.4.2.2 For two language groups However, the CRFD entry in Figure 2.7
actually comes from a dictionary which sells in two markets: the English-
speaking and the French-speaking. Its entries must therefore serve a dual
purpose, and this one must act as:

= an encoding entry for English speakers, and
= a decoding entry for French speakers.
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hopefully /'houpfol/ ADV 1 (=
optimistically) [say, look at] avec espoir «
.. she asked ~ ... demanda-t-elle pleine
d’espoir. 2 (* = one hopes) avec un peu de
chance + ~ we’ll be able to find a
solution avec un peu de chance, nous
retrouverons une solution « ~ it won’t
rain on espére qu’il ne va pas pleuvoir
(ves) ~ ! je I'espére !, j’espére bien | #~ hopefully /'houpfoli/ avec  espoir,

) 3o ' avec un peu de chance, je ’espere.
not! j’espere que non !

A

encoding entry for SL speakers . B
redundant for TL speakers decoding entry for TL speakers

Fig 2.8 Encoding and decoding versions of the same entry

But when we consider the amount of information in the entry, it’s clear that
there is far more than the French speaker needs. In Figure 2.8, entry (A) has
the redundant information shaded, and it has been removed entirely from
version (B). All French speakers need is to be told how to pronounce the
word and to be given one or two equivalents in their own language. They
know how to use them.

These contrastive versions of the bilingual entry for hopefully are proof
of how much the users’ skills can influence the essential information in the
entry. This is true of every type of dictionary, but of course — as in so many
respects — the bilingual dictionary is more complex, and less amenable to
clear explanations, than all but the most scholarly and sophisticated of the
monolinguals.

Exercise

Choose a dictionary you are familiar with. Then. ..

1. Describe the dictionary in terms of its properties:
= Make a list of the properties. (cf. §2.2.1)
= Which dictionary type best matches your list of properties? (cf.

§2.2.2)

2. Draw up a user profile for this dictionary in terms of the following:
= types of user (cf. §2.3.1.1)
= ways in which they will want to use the dictionary (cf. §2.3.1.2)
= the skills they bring to the task (cf. §2.3.1.3).
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3. Select one page of the dictionary, and on the basis of that page. ..
= List as many points as you can which are good in the light of the
user profile.
= Make a note of any feature which could prove difficult for the
dictionary’s intended users.
= Suggest ways of making the dictionary more suitable for the
intended users.

Reading

Recommended reading

Dictionary types: Atkins 1985.
Dictionary use: Atkins and Varantola 1997, 1998; Hulstijn and Atkins 1998; Miller
and Gildea 1985.

Further reading on related topics

Dictionary types: Hausmann and Wiegand 1989.

Dictionary use: Bogaards 1990, 1992, 1996, 1998a, 1998b; Bogaards and van der
Kloot 2001; de Schryver and Prinsloo 2000; Lew 2002, 2004; Mackintosh 1998;
Marello 1998; Martin and Al 1988; McCreary 2002; McCreary and Amacker
2006; McCreary and Dolezal 1999; Nesi 2000; Nesi and Haill 2002; Nuccorini
1994; Varantola 1998.

Dictionary design: Luna 2004.

Websites

Yukio Tono’s Bibliography of Dictionary User Studies: http://leo.meikai.ac.jp/~tono/
userstudy/userbiblio.htm
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This chapter (see Figure 3.1) explains how to design, acquire, and process
a collection of linguistic data which will form the raw material for your
dictionary. We will look first at citations and then — in greater detail —
at lexicographic corpora. Software for querying the data in a corpus is
discussed in the next chapter (§4.3.1), and the process of analysing corpus
data to create dictionary text is covered in Chapters 8 and 9.

3.1 What makes a dictionary ‘reliable’?

Dictionaries describe the vocabulary of a language. For any given word,
a good dictionary tells its readers the ways in which that word typically
contributes to the meaning of an utterance, the ways in which it combines
with other words, the types of text that it tends to occur in, and so on.
Clearly it is desirable that this account is reliable. A reliable dictionary is
one whose generalizations about word behaviour approximate closely to
the ways in which people normally use (and understand) language when
engaging in real communicative acts (such as writing novels or business
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Fig 3.1 Contents of this chapter

reports, reading newspapers, or having conversations). But how can we feel
confident that we know how people normally use words, and hence that the
description given in our dictionary is reliable? Reliability depends on the
kind of evidence that underpins our account of the language — and evidence
comes in several forms.

3.1.1 Subjective evidence and its limits

‘Introspection’ is a form of evidence. It describes the process in which you
give an account of a word and its meaning by consulting your own mental
lexicon (all the knowledge about words and language stored in your brain),
and retrieving relevant facts. Introspection is a useful device which we use
all the time — for example when a child asks us what something means, or
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when a friend from another speech community asks us whether we also use
a particular expression which is familiar to her or him. But introspection
alone can’t form the basis of a reliable dictionary. Even if we assume that
we have full access to the contents of our mental lexicon, one individual’s
store of linguistic knowledge is inevitably incomplete and idiosyncratic. At
best it will furnish a moderately accurate, but necessarily partial, account
of language use. At worst, we may find that there is a significant disparity
between how we think words are used and how people actually use them.
This is easily demonstrated. If you try, through introspection, to retrieve
everything you know about the meanings and combinatorial behaviour of
a fairly complex word, and then check your findings against a dictionary
(or better, a corpus), you will almost certainly find there are gaps in your
account, and there may be some misconceptions too about how the word is
really used.

For similar reasons, informant-testing, in which speakers of a language
are questioned about their use of words, is also of limited value for main-
stream lexicography. It is a method that has been used extensively for
cataloguing the vocabulary of languages which exist only in oral form.
But, like introspection, it is essentially a subjective form of evidence. For
the purposes of this chapter, ‘evidence’ refers not to people’s reflections or
intuitions about how words are used, but to what we learn by observing
language in use. Objective evidence, in other words. This means looking at
what speakers and writers actually do when they communicate with listeners
and readers. Creating a reliable dictionary involves a number of challenging
tasks, but the observation of language in use is the indispensable first stage
in the process.

3.1.2 The scope of the dictionary

Language in use, however, is a moving target. It is a dynamic system which
tolerates a good deal of variation, creativity, and idiosyncrasy. Speakers of
English comprise a very large and very diverse speech community. Not
only that, we know that individual members of any speech community
will sometimes use language in eccentric ways. In his award-winning novel
Vernon God Little (Canongate Books, 2003), the writer D. B. C. Pierre
describes the weather in a small town in Texas as ‘bitterly hot’, and in a
later passage he tells us that ‘silence erupted’. Both combinations are highly
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atypical!; indeed, they depend for their effect on the reader recognizing that
Pierre is deliberately violating the norms of the language. For a variety
of reasons, individual speakers and writers may consciously depart from
‘normal’ modes of expression. How do we cope with this as lexicographers?
As always, the answer will depend to some extent on ‘users and uses’ (§2.3):
the kinds of people the dictionary is designed for and the reference needs
which the dictionary aims to cater for. But a good basic principle is that
(with the possible exception of large historical dictionaries), the job of the
dictionary is to describe and explain linguistic conventions — the ways in
which people generally use words — rather than trying to account for every
individual language event. Our focus, in other words, must be the probable,
not the possible.?

If our goal is to provide ‘typifications’, then how do we know whether
a given utterance is typical (and therefore worth describing) or merely
idiosyncratic (and therefore outside our remit)? A typical linguistic feature
is one that is both frequent and well-dispersed. Any usage which occurs
frequently in a corpus, and is also found in a variety of text-types, can
confidently be regarded as belonging to the stable ‘core’ of the language. It
is part of the climate, rather than the weather, to use Halliday’s illuminating
analogy® — and this is what we will focus on as lexicographers.

3.2 Citations

3.2.1 What are citations and how do you find them?

Until about 1980, the main form of empirical language data available to
lexicographers was the citation. A citation is a short extract from a text
which provides evidence for a word, phrase, usage, or meaning in authen-
tic use. The use of citations as lexicographic evidence pre-dates Samuel
Johnson, but Johnson was the first English lexicographer to use citations

! Intuition suggests this, statistics confirm it: a count using Google shows that “bitterly
cold’ is about 3,000 times more common than ‘bitterly hot’.

2 This point has been made most eloquently by Patrick Hanks (2001), who speculates
that lexicons of the future will ‘focus on determining the probabilities, and associating
them with prototypical contexts, rather than seeking to cover all possible meanings and
all possible uses’.

3 M. A. K. Halliday, ‘Corpus studies and probabilistic grammar’, in Aijmer, K. and
Altenberg, B. (Eds), English Corpus Linguistics. London: Longman (1991), 30-43.
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Box 3.1 Rationalism and empiricism: two approaches to
understanding language

Lexicographers (and corpus linguists generally) are empiricists. What we are
interested in is describing ‘performance’ (what writers and speakers do when
they communicate). We do this by observing language in use and — on the basis
of this — attempting to make useful generalizations that will account for phe-
nomena in the language which appear to be recurrent. Another major tradition
in linguistics is represented by the rationalists, whose goal is to describe lin-
guistic ‘competence’: the internalized, but subconscious, knowledge we have of
the rules underlying the production and understanding of our mother tongue.
This tradition is associated most obviously with Noam Chomsky. For linguists
working in this paradigm, ‘data’ derives from introspection rather than obser-
vation. Until the 1950s, there was a thriving empiricist tradition in American
linguistics, but ‘in a series of influential publications [Chomsky] changed the
direction of linguistics away from empiricism and towards rationalism in a
remarkably short time’ (McEnery and Wilson 2001: 5). It is easy to caricature
this major division, and there are lively debates (for example on the COR-
PORA discussion list) in which Chomskyites are demonized as ‘the enemy’
of corpus-based approaches. As always, the truth is a little more nuanced than
this neat, binary characterization implies. Nevertheless, Chomsky* is on record
as being sceptical about the value of corpora, and a recent interview shows that
his stance has not shifted. He says:

Corpus linguistics doesn’t mean anything. It’s like saying suppose a physicist
decides. . . that instead of relying on experiments, what they’re going to do is take
videotapes of things happening in the world and they’ll collect huge videotapes
of everything that’s happening and from that maybe they’ll come up with some
generalizations or insights.
(p-97 in Andor, Jozsef. (2004) ‘The Master and his Performance: An Interview
with Noam Chomsky’, in Intercultural Pragmatics 1.1: 93—-111)

With Chomsky’s star in the ascendant, early corpus linguists like the team
responsible for the Brown Corpus (§3.4.1) were working very much against
the grain of the prevailing orthodoxy. But now that technology can provide
us with very large bodies of linguistic data, the empiricist tradition has moved
closer to the mainstream.

4 Thanks to Ramesh Krishnamurthy for the quotation from Chomsky.
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systematically. The description of English found in the OED famously
draws upon the many millions of citations that were collected (mainly by
volunteers) from the 1860s onwards. Until the late twentieth century, the
OED’s citations would be written in longhand on index cards (known as
‘slips’). These were filed alphabetically according to the keyword of the
citation, then retrieved from the files to be used by James Murray and his
colleagues and successors as the primary data source for every entry in the
dictionary. Figure 3.2 shows what a typical citation looks like.

DNA
If the blog has a common ancestor with the diary, MySpace
shares at least some of its DNA with the scrapbook.

Anthony Lilley, The Guardian (U.K.), 20 March 2006
Newish non-technical sense. Seems to be often used about
companies, organizations etc

Fig 3.2 A citation for the non-technical use of ‘DNA’

=» To find some citations, read a page or two of text — for example from
a newspaper, a contemporary novel, or a blog. Make a note whenever
you come across a word, phrase, or meaning which strikes you as novel
or unusual, and which you suspect is not currently accounted for in your
dictionary. Then record (either on a card or on your computer) the sentence
containing the usage you are interested in. Do this in a form that identifies
the headword where this usage would be entered (assuming it makes it into
the dictionary), and indicate the source of the citation. Almost everyone
who tries this is surprised by how easy it is to find instances of language in
use which have not yet been recorded in any dictionary.

3.2.2 Setting up a reading programme

Some dictionary publishers provide online ‘forms’ to enable members of
the public to contribute citations. Most publishers’ experience of this data-
collection model is that the ratio of unusable citations to good ones is
high, so that a great deal of activity yields relatively little in the way of
genuinely new and useful data. A well-planned ‘reading programme’, on
the other hand, will often have great value. A reading programme is an
organized data-gathering exercise, in which the publisher identifies target
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texts, recruits and trains readers who will scour these texts for citations,
and provides a structured way of recording the resulting data. Traditionally,
incoming citations would be filed in the form of slips, but nowadays they will
typically be recorded using a web-input form, with a database behind it for
storing and sorting the citations. The amount of information that readers
are required to supply depends on the type of dictionary that will use the
citations, but you will need at least four main data fields (all of which are
illustrated in Figure 3.2):

= keyword or phrase: the usage that your citation illustrates, filed under
the headword to which it relates

= the citation itself: usually a single sentence is adequate but you may
sometimes need more

= information about the source of the citation: the date, title, and
author’s name are all important; additional information (such as the
page number where the citation appears, or full bibliographic details
on the source text) may be useful for specialized or historical dictio-
naries, but are generally not needed

= a comment field: this gives readers the option of adding a note to
clarify the citation; it may, for example, be a new meaning that needs
explaining, or it may be characteristic of one particular dialect (as in
the case of the expression ‘the guards’, a common way of referring to
the police in Ireland, but virtually unknown in the rest of the English-
speaking world).

Storing the data in a computer database, of course, will greatly enhance its
value: citations can be grouped according to any of the input parameters
(their date, for example), and the entire content of any citation (rather than
just the keyword) can be retrieved and can, in turn, be used as Linguistic
data.

3.2.3 Citations: advantages and disadvantages
The benefits of a reading programme include:

= Monitoring language change: even in the age of Google, citation read-
ing remains an efficient way of tracking developments in the language.
It’s easy for computer programs to spot completely new words (like
blogosphere), but a high proportion of ‘new’ vocabulary consists of
compounds, multiword expressions, and novel uses of existing words
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(like DNA) — and this is where human readers still have a significant
edge.

= Gathering terminology from a specific subject field or a particular
variety or dialect: a publisher can give a reader a collection of titles
relating to basketball, or titles written in Jamaican English, and rapidly
acquire a body of relevant citations.

= Training lexicographers: collecting citations requires you to think
about what ‘counts’ as an item to be described in a dictionary, and
to distinguish genuinely new usages from ad hoc coinages. This makes
it a good way of raising awareness of many of the issues that lexicog-
raphers have to make judgments on.

The disadvantages of this form of evidence include:

= Collecting data in this way is labour-intensive, so volumes will always
be low. It is true that the two great historical English dictionaries (the
OED and Merriam- Webster) have many millions of citations between
them, but these have been collected over more than a century. Even so,
the evidence they provide for contemporary language is relatively thin
compared with what a large corpus will deliver.

= Although instances of usage are authentic, there is a big subjective
element in their selection. As Noah Webster and James Murray both
observed, human readers tend to notice what is remarkable and ignore
what is typical, and this creates a bias towards the novel or idiosyn-
cratic usages which inevitably catch the reader’s eye. When reviewing
the data for the letter A, Murray remarked on the imbalance between
rare and common uses: ‘Of Abusion, we found in slips about 50
instances: Of Abuse not five.”® In the ‘Additional Notes’ to his ‘Direc-
tions for Readers’ (1879), he rather tetchily asks readers to ‘kindly
remember that the Dictionary is to contain all English words ordinary
and extraordinary included’.® Of course, Murray’s concerns about the
poverty of data for common words are resolved by modern corpora.

The arrival of the web gives a new angle to citation reading: a manually
collected citation can be checked against the vast resources of the internet.

> Eighth Annual Address of the President to the Philological Society, Transactions of
the Philological Society (1877-79), 561-586.

® Murray’s various ‘Appeals to Readers’ can be found on the OED’s website:
www.oed.com .
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If you encounter an unfamiliar idiom and want to find out whether it is
frequent or rare, widespread or region-specific, a search on the web will
usually provide the answers. And if you aren’t sure whether a particular
usage is still current, a site like Google News will show how recently it has
been used (which usually turns out to be within the last 24 hours).”

Citation reading continues to have value, especially as a form of lex-
icographic training. But now that most written texts (including very old
texts) are available in digital form, it has become a more marginal way of
collecting linguistic data. The corpus has moved to centre stage.

3.3 Corpora: introductory remarks

English corpora designed for use in lexicography have been around since
the beginning of the 1980s. Anyone embarking on the creation of a lexico-
graphic corpus can therefore draw on a set of guiding principles and a body
of good practice which have evolved during the intervening period. All of
these issues will be discussed here. We also need to be aware that —just as the
advent of corpora transformed the way lexicographers work — the arrival of
the web, and its rapid growth and penetration, changes the landscape once
more, often in quite far-reaching ways. The rest of this chapter will deal with
the three major aspects of corpus creation:

= design: selecting the texts that will make up your corpus

= data collection: acquiring these texts

= encoding: converting constituent texts to a common format, and mak-
ing them ready for use in a corpus-querying system.

And as we deal with the different phases in the corpus creation process, we
will show how ideas and methods developed in the pre-web era may need to
be modified in light of changing circumstances.

3.3.1 The central role of the corpus

Objective evidence of language in use is a fundamental prerequisite for a
reliable dictionary. Traditionally, such evidence was found in collections of

7 One might have imagined, for example, that the phrase ‘Beam me up, Scotty’ had
fallen into disuse, but web data shows that it is alive and well.
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citations, but these have their limitations (§3.2.3). If the dictionary’s func-
tion is, as we have argued, to focus on ‘normal’ language events, it follows
that you need very large volumes of data: normal language events are those
which are recurrent, which can be observed to take place frequently and
in different types of text. So we can only confidently distinguish what is
conventional from what is idiosyncratic if we have plenty of data at our
disposal. Citation banks alone — even the largest ones — can’t usually supply
language data in the required volumes, so the case for a large corpus is clear.

What do we mean by the term ‘corpus’? One well-known definition comes
from John Sinclair, who pioneered the use of corpora for lexicography in the
early 1980s:

A corpusis a collection of pieces of language text in electronic form, selected according
to external criteria to represent, as far as possible, a language or language variety as a
source of data for linguistic research.

(Sinclair 2005: 16)

This is not without its problems. The idea that a corpus can ‘represent a
language’ is contentious (§3.4.2.2), and this in turn calls into question the
theoretical validity of ‘external’ selection criteria. Arguably, therefore, the
term ‘corpus’ should be extended to any collection of text in electronic form
when it is viewed as a source of data for linguistic research. Our focus here,
however, is not on corpora in general but on the lexicographic corpus — a
collection of language data designed specifically for use in the creation of
dictionaries. And at the very least, lexicographers need to know what sort
of data they are using and where it comes from. So Sinclair’s definition is a
good starting point, even if we find that we need to modify it to take account
of recent developments on the web.

3.3.2 Some inescapable truths

There is no such thing as a perfect corpus for lexicography, and it is impor-
tant to be clear about this from the outset. So we will begin with a few
caveats, noting some of the constraints within which corpus developers have
to work. We will then outline the characteristics of a corpus that will —
within those limitations — provide the best possible raw materials for writing
a dictionary.

3.3.2.1 The corpusis a sample For a few languages (such as Ancient Greek
or Old English), it is possible to collect and examine every extant example
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of usage. Such a corpus would provide a complete record of the surviving
evidence for its target language. But in most cases this is impossible — how
could you collect every instance of Japanese in use, for example? So most
corpora will comprise a subset (usually a very small subset) of all of the
communicative events of the language under investigation. It must, in other
words, be a sample. To create a sample that fairly reflects the wider popula-
tion, you need clear selection criteria, and these will be determined by your
corpus’s intended function. People use corpora for all sorts of purposes,
many of them highly specialized.® As a general rule, the more precise and
well-defined the application, the easier it is to establish criteria for selecting
texts. Lexicography, however, lies at the other end of this spectrum: a corpus
designed for use in dictionary-making must cover a very wide range of
text-types, and devising a sample that achieves this aim involves significant
challenges.

3.3.2.2 The corpus does not favour ‘high quality’ language When Samuel
Johnson was assembling the raw materials for his dictionary, one of his
stated objectives was ‘to preserve the purity...of our English idiom’.°
Given his aim of reversing a perceived decline in the quality of written
English, it was, for Johnson, ‘an obvious rule’ that his source texts should
come only from ‘writers of the first reputation’. This idea that dictionaries
exist in order to uphold standards, and to adjudicate between ‘good’ and
‘bad’ usage, has widespread popular appeal. But it is fraught with difficulty.
Selecting texts on the basis of their ‘quality’, and excluding those which
fail this test, is fundamentally at odds with the descriptive (as opposed to
prescriptive) ethos of corpus linguistics. Who is to judge which texts are
‘good’, and on what basis? The whole point of using corpora is to avoid
pre-judging the data and choosing texts because you approve of them in
some way.'? In fact, even Johnson relaxed his initially didactic stance in the

8 The Proceedings of the Corpus Linguistics conferences held biennially in the UK
give a good idea of the range of topics for which researchers create and use corpora: see
the archive at http://www.corpus.bham.ac.uk/conference2007/index.htm .

9 Johnson, Plan (1747: 4).

10 For further discussion, see Kilgarriff, Rundell, and Ui Dhonnchadha (2007: 131f.).
The importance of this point was grasped long ago by Leonard Bloomfield, who
observed (in Language (1933) Chapter 2, §2.9): ‘He [the linguistic observer] must not
select or distort the facts according to his views of what speakers ought to be saying’.


http://www.corpus.bham.ac.uk/conference2007/index.htm

56 PRE-LEXICOGRAPHY

course of writing his dictionary.!! A century later Richard Chenevix Trench,
one of the founding fathers of the OED, argued convincingly for a non-
judgmental approach to the description of language.'? In characterizing
the lexicographer as ‘an historian, not a critic’, Trench helped to establish
the basic principles within which modern English lexicography operates. If
we follow these principles, it is clear that a lexicographic corpus must be
a genuine — and inclusive — snapshot of a language, not a set of texts that
have been specially chosen to advance someone’s notion of what constitutes
‘good’ usage.

3.3.2.3 Pragmatism and compromise Corpus creation is a pragmatic enter-
prise. For all sorts of reasons, corpus developers will find themselves making
compromises between what they would ideally like to do and what is feasi-
ble within normal time and budget constraints. The need for compromise
extends to all three phases described in this chapter: design, data-collection,
and encoding.

Take design: the texts for a corpus should be selected using criteria which
are transparent and well-argued, but we should not delude ourselves that
this selection process is (or can be) ‘scientific’. The British National Corpus
(BNCQ) is the best pre-web corpus of English. Well-balanced, meticulously
encoded, and with the highest level of copyright clearance, it has (rightly)
been seen as a ‘gold standard’ for corpus developers everywhere. The con-
tent of the BNC (its individual texts, broad text-types, and proportions
of each) was specified by a committee of academics and publishers. They
considered relevant theoretical arguments, took account of previous work
in the field, and generally went to great lengths to ensure a good range and
balance of texts. The resulting configuration is thoroughly reasonable. It
nevertheless represents no more than the subjective decisions of one group
of people — albeit a well-informed group — about what a good corpus should
look like.

1 “When first I collected these authorities, I was desirous that every quotation should
be useful to some other end than the illustration of a word . .. Such is design, while it is yet
at a distance from execution. When the time called upon me to range this accumulation
of elegance and wisdom into an alphabetical series, I...was forced to depart from my
scheme of including all that was pleasing or useful in English literature’ (Preface 1755).

12 Trench’s seminal paper, ‘On some deficiencies in our English Dictionaries’ (1857),
can be found on the OED’s website: http://www.oed.com/archive/paper-deficiencies .
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Once we have decided which texts we ideally want to include, various
non-linguistic factors may force us to change our minds: some authors
may refuse to allow their books to appear in the corpus; one text may
be substituted for another if the first doesn’t exist in digital form but a
reasonable alternative does; collecting good spoken data may turn out to be
more labour-intensive than we thought; and so on. And once we have our
texts, the level of detail to which they can be encoded (for bibliographic data
or linguistic features) is, as we shall see later, almost infinitely variable, so
issues of finance will come into play. It should be clear, then, that pragmatic
choices have to be made all the way through the process.

3.4 Corpora: design issues

Designing a corpus means making decisions about:

= how large it will be

= which broad categories of text it will include

= what proportions of each category it will include
= which individual texts it will include.

This section discusses the factors that bear on these decisions and the
arguments that inform them.

3.4.1 Size: how large is large enough?

For major languages like English, data sparseness is a thing of the past and
corpus size has almost ceased to be an issue. Language data for most types
of text is now available in vast quantities,'* and the technical constraints
that once made corpus-building such a daunting enterprise have largely
disappeared. Most texts already exist in digital form (relieving us of the
costly and labour-intensive business of keyboarding or scanning), while the
requirement for large-scale data storage and powerful data-processing can
easily be met by the average personal computer. In any case, the most usual
arrangement now is that the corpus sits on a remote server, so the only
technology you need is a web browser and fast internet connection.

13 For more on mega corpora created from web data, see §3.5.3 below.
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But it was not always like this. In the early days of corpus lexicography,
there was never enough data, and processing even a few million words of
text stretched the available technology to its limits. So corpus size was a
major preoccupation, and two of the most important developments in the
field — the Birmingham corpus in the early 1980s, and the BNC a decade
later — were driven primarily by a desire to provide lexicographers with
linguistic data in much greater volumes than anything currently available.
As Figure 3.3 shows, corpora have increased in size by roughly one order of
magnitude in each decade since the 1970s, and there are now no technical
limits to further growth.

English corpora since the 1960s

10°

108

107

Number of words in corpus

106

1960s  1970s  1980s  1990s  2000s
Brown/LOB BCET BNC OEC

Fig 3.3 Corpus size: growth since the 1960s

When the Brown Corpus — the first electronic corpus of English — was
developed in the early 1960s, its goal of collecting one million (10°) words
of text was immensely ambitious and technically demanding (Kucera and
Francis 1967). Brown was a collection of written texts in American English,
and a British English equivalent — the Lancaster-Oslo-Bergen Corpus — was
created a decade later. The Birmingham Collection of English Text (BCET)
was compiled as part of the COBUILD project in the 1980s (and it later
morphed into the Bank of English). It raised the stakes by an order of
magnitude, with its initial collection of 7.3 million words rising to 20 million
by the middle of the decade (Renouf 1987). The standard for the 1990s was
set by the 100-million-word British National Corpus (BNC), and in the
2000s, the Oxford English Corpus (OEC) broke through the one-billion-
word (10%) barrier, and is still growing.
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Now that we no longer have to ask ‘how large a corpus can we afford to
acquire?’, we can ask a more interesting question: ‘how large a corpus do
we need in order to write a good dictionary?” To understand this question
better, it is useful to know a little about word frequencies, and specifically
about ‘Zipf’s Law’.

34.1.1 Zipf’s Law and its implications As long ago as the 1930s, the
Harvard linguist G. K. Zipf studied manually gathered word-frequency data
for English, German, Chinese, and Latin, and observed what he called ‘the
orderliness of the distribution of words’ (Zipf 1935). Zipf found that ‘a few
words occur with very high frequency while many words occur but rarely’
(ibid.: 40). Languages, in other words, consist of a small number of very
common words, and a large number of very infrequent ones. Starting from
these general observations, Zipf went on to formulate his now-famous ‘law’,
which states that the frequency with which a word appears in a collection
of texts is inversely proportional to its ranking in a frequency table.

What exactly does this mean? In essence, Zipf’s Law predicts that the
tenth most frequent word'# in a corpus will occur about twice as often
as the 20th most frequent word, ten times as often as the 100th most
frequent word, and 100 times as often as the 1,000th most frequent word.
As Figure 3.4 shows, this is reasonably well borne out in the BNC. Here
we take the frequency and rank of was (ranked 10th in the corpus) as our
baseline, and predict the other figures from that.

word  ranking actual frequency
form in BNC  frequency predicted by
in BNC Zipf's Law
was 10th 923,957 -
at 20th 478,177 461,978
made 100th 91,659 92,396
advice  1000th 10,316 9,240
quiet ~ 2000th 5,295 4,619

Fig 3.4 Word frequencies illustrating Zipf’s Law

One of the consequences of the ‘Zipfian distribution’ of words in a lan-
guage is that a few words occur so often that they account for a very high
proportion of any text. The 100 most frequent words in English make up

14 Or, more precisely, word-form. The figures here are for single forms (like made), not
whole lemmas (like make).
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around 45 per cent of the BNC’s 100 million words. Look at any sentence
in this chapter, and you will usually find that around half the words are
high-frequency ‘grammatical words’ like and, you, will, and that.

The converse of this is that most vocabulary items occur only rarely.
Consider, for example, a verb like adjudicate: not exactly a central item
of English vocabulary but by no means a rarity either. In all its forms,
adjudicate occurs 121 times in the 100-million-word BNC — a little more
than one occurrence for every million words. BNC data enables us to make
the following statements with a fair amount of confidence:

» adjudicate sometimes take a direct object (their purpose is to adjudicate
disputes between employers and employees);

= more often, it has no object but is followed by a prepositional phrase
with on or upon (had the sole power to adjudicate on claims of privilege),
almost 40% of cases show this pattern;

= it is occasionally used with an object followed by a complement (eight
years since he was adjudicated bankrupt),

= it has an unusually strong tendency to be used in the infinitive (51
out of 121 instances), an example of what Hoey (2005) would call a
‘colligational’ preference;

= the nouns that appear most frequently as its direct object, or following
a preposition, are dispute, matter, and question;,

= the subject of the verb is typically a specially appointed official or an
official body;

= the context is almost invariably a public or official one (rather than a
private or domestic one).

This analysis supports Hanks’s claim (2002: 157) that ‘in a corpus of 100
million words, a simple right- or left-sorted corpus clearly shows most of the
normal patterns of usage for all words except the very rare’. For adjudicate,
at least, with its 121 hits in the corpus, there seems to be enough data to
underpin a useful description. But what about words like remerity (73 hits in
the BNC), exasperating (45), inattentive (31), or barnstorming (20)? Though
infrequent, none is so rare as to fall outside the scope of a standard learners’
dictionary. If we are looking for data on a range of linguistic features (like
the ones for adjudicate, above) 20 corpus examples doesn’t give us a great
deal to go on.

So far we have been talking only about words, but similar distributional
patterns apply to word meanings and word combinations. A lemma like the
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verb break, with almost 19,000 hits in the BNC, appears to be well supplied
with data. But there is a strong correlation between a word’s frequency and
its complexity. Thus break has at least twenty different meanings and up to
a dozen phrasal verbs (some of them polysemous). It also participates in
numerous phrases, grammatical patterns, and lexical collocations. And just
as some words are frequent and some rare, the same applies to meanings,
phrases, patterns, and collocations. Consequently, for some uses of break,
we may find the evidence surprisingly thin. When we find that the BNC has
only eight examples of the combination ‘break someone’s serve/service’ (in
tennis), our 19,000 hits no longer look so impressive.

3.4.1.2 Corpus size: conclusions There is no definitive minimum size for
a lexicographic corpus, but the frequency characteristics observed by Zipf
indicate that you need very large amounts of text in order to get adequate
information for the rarer words and rarer usages. If we are thinking of a
corpus that will support the compilation of a dictionary with (say) 80,000
headwords, it’s clear that we will need a lot of data to yield enough instances
of those items at the lower end of the frequency range. We don’t actually
know how much data we need in order to account for a given linguistic
feature, be it a word, a meaning, or a word combination. What we do
know is that the more data we have, the more we learn.'> And with large
volumes of text at our disposal, new kinds of corpus-querying tools come
into play: lexical-profiling software, for example (discussed in §4.3.1.5) only
works well for lemmas with at least 500 corpus hits (preferably far more).

3.4.2 Content: preliminary questions

We have established that we need to collect very large quantities of text in
order to build a lexicographic corpus. But how do we decide what kinds of
written or spoken material our corpus should include? In this section, we
look at the issues that need to be considered when selecting the texts that
make up a corpus.

3.4.2.1 Different texts, different styles One easy way of collecting text in
large quantities is to focus on journalism. For example, the catalogue of
the Linguistic Data Consortium — the leading supplier of data for use in

5 In particular, it is difficult to identify and describe features such as colligation
(§8.5.2.3) and semantic prosody (§9.2.8) without really large amounts of data.
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language research — includes vast collections of newspaper text in many
languages. Its English holdings are taken from sources such as Associated
Press newswires and the New York Times, and a single DVD can provide us
with well over a billion words of English.!'® This solves the size problem at a
stroke — but how well would such a corpus serve the needs of lexicographers?

A corpus assembled in this way will be fairly homogeneous. Though each
individual file may deal with a different topic or event, every constituent
text shares certain properties:

= They are all written (as opposed to spoken) texts.

They all belong to the category ‘journalism’.

= They are all examples of American English.

= They all come from a small number of source publications.

= They all originate from a specific, rather short, time-frame (e.g. 2005—
2007).

Does this matter? Common sense tells us that American speakers use
English in subtly different ways from speakers of British, Australian, or
Indian English; that journalism has certain stylistic and rhetorical features
not found, say, in academic monographs or face-to-face conversations; that
newspapers cover certain subjects (such as politics and business) more fully
than others; and that language changes over time and new vocabulary
appears. We could predict that when the word party appears in newspaper
text, it is more likely to refer to a political grouping than a social event (and
the position would probably be reversed in a popular romantic novel). We
know, in other words (and there is plenty of empirical research to back this
up), that different kinds of text have their own distinctive styles and deal
with their own distinctive subject matter.

Experience in using corpora supports these intuitions. Stylistic differ-
ences are discussed by Sinclair, who notes that the original Birmingham
corpus included a high proportion of fiction. One consequence of this
was that certain features of fictional narrative were very prominent. Thus
for example ‘the broad range of verbs used to introduce speech in novels
came out rather too strongly — wail, bark and grin are all attested in this
grammatical function’ (Sinclair 2005: §4). Meanwhile, differences in subject
matter mean that certain words and meanings will be well represented in
some texts, and poorly represented (or not present at all) in others.

16 The LDC’s homepage is at http://www.ldc.upenn.edu/ .
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Fig 3.5 Extract from a concordance for matrix from the BNC

This is nicely illustrated by the concordance in Figure 3.5. As the data
shows, matrix is a highly polysemous word, and its various meanings (in
geology, anatomy, ceramics, social sciences, and other fields) only emerge
here because the corpus from which this concordance is taken includes
texts from each of these subject areas. Conversely, a corpus consisting of
a single type of text will reflect only the stylistic and subject-matter features
of that particular genre. It will, as corpus linguists say, be a ‘skewed’ corpus,
which fails to represent the diversity of style and content in the language as
a whole. Since a dictionary has to account for a// the main meanings and
uses of the headwords it includes, it follows that a lexicographic corpus must
provide evidence for all these uses.

All of this argues for a corpus whose constituent texts are drawn from
a wide range of sources. But this is not a very precise objective. We have
established that our corpus — however large — can only be a subset of all the
linguistic data in our target language. It is clearly desirable that this subset
should reflect the wide variety of ways in which the language is used. In
other words, we want to design a sample (a corpus of English, say) that is
representative of the broader population (all of the ‘communicative events
in English’). How far is this possible?

3.4.2.2 Can a corpus be representative? Making inferences from samples
is a common procedure in many social and applied sciences. There is a
well-established body of theory underpinning the collection of samples
from which researchers can make generalizations about the population as a
whole. The standard way of avoiding bias is to collect a ‘random sample’,
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one in which every possible member of the broader population has an equal
chance of being selected. The theory is that any observations we make about
the sample will support inferences about the whole population. But we
immediately run into problems when we apply this approach to the study of
language. In most fields, samples are selected from a population which (even
if very large) is both well-defined and of limited extent: for example, your
population might be ‘all registered voters in the state of California’, or ‘all
items auctioned on e-Bay on Ist October 2007°. Natural languages don’t fit
well into this model because it is difficult to define what the total population
is, and because the population is continually growing. Even if we could
satisfactorily define ‘English’, it is such a vast and diverse entity that ‘it will
always be possible to demonstrate that some feature of the population is not
adequately represented in the sample’ (Atkins, Clear, and Ostler 1992: 7).

One partial solution is to apply stratified sampling. This involves breaking
up the total population into a number of subcategories or types, then
creating independent random samples from each of these groupings. This
has been a popular strategy among corpus-builders because a stratified
approach tends to lead to more representative samples (cf. Biber 1993: 244).
But this immediately raises two new questions:

= How do we define these subcategories?
= How do we decide what proportions of each subcategory the corpus
should include?

Dividing ‘language’ into discrete, relatively homogeneous groupings is by
no means straightforward, because there is no universally agreed classifica-
tion of text-types. And even if we have a robust set of text-types to sample
from, we still have to decide how much text we want from each type. The
usual approach with stratified sampling is to allocate a percentage to each
stratum that reflects its proportion in the total population. But how is this
possible when the strata are text-types in a language? Suppose our corpus
is to include novels, academic writing, conversations, and newspaper text:
is there any objective way of deciding what proportions of each type are
appropriate? A few questions will illustrate the complexity of this issue:

= Almost every member of a speech community takes part in face-to-
face conversations many times every day; it follows that the majority of
communicative events in any language are spoken rather than written.
So should a representative corpus consist predominantly of spoken
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text (which just happens to be one of the most difficult forms to
capture)?

= On the other hand, most spoken encounters are ephemeral, so does the
greater ‘longevity’ of many written texts imply that they are in some
way more valuable?

= The number of people involved in the average conversation is small
(compared, say, with the number of people watching a popular TV
show). So should we take account of ‘audience size’, and decide that
language events involving large numbers of people are more important
than small-scale ones?

= Following this argument, should our corpus give more weight to
The News of the World (a popular tabloid, and the UK’s best-selling
newspaper) than to The (London) Times (which is read by far fewer
people)?

= Pursuing this last point, should we (or can we) make any allowance
for the ‘influentialness’ of a text? A work of popular romantic fiction
may be read by millions, but a serious novel by an admired author may
be felt to be a more influential set of language data, and may (unlike
more ‘popular’ titles) continue to be read over many years and studied
in schools and universities.

= And if we decide to focus only on published written texts, how do we
decide what the total population consists of? Suppose, for example,
that there were 2,000 daily newspaper titles published in the US in
2005, and 10,000 books. How do we sample from this population? Do
we count each separate edition of a newspaper as a different title? If
so, the population of newspapers greatly exceeds the number of books,
so our corpus will be dominated by newspapers — yet common sense
suggests that ‘daily newspapers’ represent a single text-type, whereas
the category ‘book’ encompasses many.

It turns out that even defining what a ‘language event’ constitutes can be
extremely difficult. If T pass a sign on my way into work saying ‘All visitors
must go first to Reception’, does this count as a language event (and is it a
different event each time I pass it)? Or if I overhear a conversation on the
train, is that a language event?

Questions like these have exercised corpus developers for many years, and
since the mid-1990s the situation has become even more challenging, as a
whole range of new text-types has arisen. Chat rooms, blogs, emails, SMS
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messaging, and ‘social networking’ websites like Second Life or FaceBook
generate new and important forms of language data, but they don’t always
conform neatly to text categories established in the pre-web era.

In the next section we outline an approach to text classification which is
well tried and intuitively satisfying, but we should be under no illusion that
this will magically deliver a truly representative corpus. There is no obvious
way of creating a ‘representative’ corpus of a widely used living language
because:

= it is almost impossible to define the population that the corpus should
be representative of, and

= since the population is unlimited, it is logically impossible to establish
‘correct’ proportions of each component.

3.4.2.3 An achievable objective: a ‘balanced’ corpus Even if ‘representa-
tiveness’ is unattainable, it remains a good aspiration. We know that words
behave differently in different contexts of use, so a corpus drawn from a
single source (e.g. 500 million words from The Wall Street Journal) won’t
provide all the data we need to support a general-purpose description of
English. Somewhere between the two extremes of a perfectly representative
text collection and a ‘monolithic’ one lies a more modest goal. We might
describe this goal as a ‘balanced’ corpus. A balanced corpus is one that
conscientiously seeks to reflect the diversity of the target language, by
including texts which collectively cover the full repertoire of ways in which
people use the language. We have to accept that creating a balanced corpus
can never be a scientific process: designing our ideal sample involves too
many subjective decisions, and even then the eventual selection of texts will
be constrained by practical and financial factors (more on this in §3.5).
Nevertheless, with a good set of criteria we can establish a useful typology of
text-types. And if we then apply a stratified sampling approach to identify
specific texts within each main category, we should end up with a corpus
that systematically reflects the range of available text-types. Finally (and
we will discuss this further in §3.6.2) if every text is carefully described in
terms of its key features (genre, authorship, date of publication and so on),
corpus-users will have the information they need to assess the significance
of any given instance of a word, phrase, or meaning.

3.4.2.4 Selecting texts: internal and external criteria Before we discuss the
parameters to be used in selecting texts for a corpus, it is worth making a
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distinction between the internal and external properties of texts. Internal
properties refer to linguistic or stylistic features that some texts share with
others. External properties reflect the situational or functional attributes
of a text, and refer to categories such as ‘newspaper’, ‘novel’, ‘instruction
manual’, and ‘conversation’.

A good deal of work has been done!” to investigate and identify the
(internal) linguistic properties of different kinds of text. We can observe,
for example, that a number of features — such as verbs in the past tense
or passive, first and third person pronouns, and prepositional phrases —
appear with varying frequency distributions in different texts. To give a
simple example, Biber (1993: 251) shows that noun + preposition sequences
are significantly more common in technical writing than in fiction. The
argument is that text-types can be identified (and then collected for a cor-
pus) according to the particular ways in which clusters of these features are
distributed. The corpus-collection model here is a recursive one:

= First you gather some texts from a range of sources.

= Next you analyse them to identify recurring clusters of linguistic
features.

= This enables you to establish provisional categories of texts, grouped
on the basis of shared linguistic features.

= Then you collect more texts to reflect these feature-distributions.

= Then you repeat the analysis on your enlarged corpus, refine your
typology, and collect more texts.

= And so on.

The process thus ‘proceeds in a cyclical fashion’ (ibid.: 256) until you have
collected a large corpus whose contents reflect the proportions in which the
various key features are observable in large bodies of text.

This is a labour-intensive way of developing a corpus. But aside from the
practical issues, there is an important theoretical objection. As Sinclair has
pointed out, if texts are collected in this way, ‘the results of corpus study
would be compromised by circularity in the argument’ (Sinclair 2003: 171).
If we collect ‘humanities’ texts, for example, on the basis of an observation
about the way language is used in such texts, and then ‘discover’ these same
features when we analyse the resulting corpus, is this a genuine feature of

17 Notably by Douglas Biber: see esp. Biber 1990, and 1993: 248-255.
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such texts, or does the finding merely reflect the criteria we used to select
these texts in the first place?

The more usual corpus design model, therefore, is one based on external
criteria. There are several well-established typologies of texts to guide us:
for example, the Lancaster-Oslo-Bergen (LOB) corpus used the categoriza-
tions in the British National Bibliography, whose subject index is based on
the Dewey Decimal library system. These categories enable us to create a
‘sampling frame’, and we can then apply a stratified sampling method by
randomly selecting texts from each part of the frame.

3.4.2.5 Spoken data: a special case With spoken data, the goal of achiev-
ing balance presents special challenges. For written texts, library classifi-
cations and similar typologies are a good place to start when creating a
sampling frame. But ‘with a corpus of spoken language there are no obvious
objective measures that can be used to define the target population’ (Crowdy
1993:259). The way the BNC addresses this issue —and it is as good a model
as any — is to use a ‘demographic’ approach in order to collect samples
of ordinary, face-to-face conversation, and to supplement this with a set
of ‘context-governed’ spoken texts. Demographic sampling — a well-known
technique in social-science research — entails defining the population (in
this case, speakers of English living in the UK) in terms of features such
as gender, social class, age, and region, and then creating a sample that
reflects all these variables. (The data collection methods used are discussed
later: §3.5.2.) It was felt, however, that a spoken corpus consisting only
of conversation would not adequately reflect the diversity of the spoken
language. There are several types of language event which — though far less
abundant than conversation — are nevertheless significant forms of spoken
discourse. These belong to the ‘context-governed’ component of the corpus,
and include:

= educational and informative events, such as lectures, seminars, and
news broadcasts

= business events such as consultations, interviews, and meetings

= public events such as political speeches and parliamentary proceedings

= Jeisure events, such as meetings of clubs, chat shows, and phone-in
shows.

With this twin-track approach, the BNC makes a creditable job of re-
presenting ‘the full range of linguistic variation found in spoken language’
(Crowdy 1993: 259).
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3.4.2.6 A note on ‘skewing’ Skewing refers to a form of bias in data
whereby a particular feature is either over- or under-represented to a
degree that distorts the general picture. The BNC — though generally
well-balanced — includes one egregious case of skewing. It contains several
large samples (almost 750,000 words in all) from Gut: the Journal of Gas-
troenterology and Hepatology (a highly specialized source). Most of the time
this doesn’t cause problems, but frequency counts from the corpus throw
up some anomalies: the word mucosa, for instance, has the same number
of hits in the BNC (1,031) as the word unfortunate, and in this case the
statistics are clearly misleading. But as corpora grow larger, problems with
skewing gradually recede. In a small corpus, a single ‘rogue’ text may distort
the overall picture, but in a large corpus the risks are reduced. Take for
example the novel Saturday by award-winning UK author Ian McEwan
(2006). This looks a perfect candidate for inclusion in the ‘literary fiction’
component of a lexicographic corpus — except for one detail. The book’s
central character is a neurosurgeon, and parts of it include highly technical
vocabulary describing areas of the brain and surgical procedures (such as
transsphenoidal hypophysectomy). While a small corpus might give undue
prominence to these eccentricities, they have little impact on a large one.
Large corpora are more ‘forgiving’ and less likely to be affected by skewing.
We still need to be careful about the categories of text from which we source
our corpus documents (and this is addressed in the next section), but the
requirement for careful selection of individual texts diminishes as corpus
size increases.

3.4.3 Content: an inventory of text-types

The text selection criteria we describe here consist of a number of attributes
which a text has, and for each attribute, there are two or more possible
values. The attributes we discuss are:

= language
= time

= mode

= medium
= domain

These attribute/value combinations enable us to classify any text and situate
it in a particular part of our sampling frame. The parameters described
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here are neither the only ones you can use nor necessarily the best ones you
can use, but they do provide a workable model for building a lexicographic

corpus.'®

3.4.3.1 Language Will your corpus be:

= monolingual?
= bilingual?
= multilingual?

The term ‘parallel corpus’ denotes a set of corpora (two in a bilingual paral-
lel corpus, more in a multilingual version) in which the texts in Language A
correspond in some way to those in Language B (and perhaps C and D and
so on). There are two types of parallel corpus of value to lexicographers: the
‘translation corpus’ and the ‘comparable corpus’. Their use is discussed in
§11.3.2.1. A translation corpus consists of a set of texts in one language with
translated versions of the same texts in another language or other languages.
Perhaps the best-known bilingual translation corpus is the English and
French Canadian Hansard corpus, while a typical example of a multilingual
translation corpus might be a set of European Union documents translated
into every official language in the community. In a comparable corpus,
texts from two or more languages (or language varieties) are collected using
an identical sampling frame. A good example is the International Corpus
of English (ICE), which consists of fifteen corpora, each of one million
words, for varieties of English from places such as New Zealand, India,
the Philippines, and Jamaica. !’

For present purposes, let’s assume your corpus consists of texts from a
single language. Even so, decisions have to be made:

= Does the corpus represent one, several, or all varieties of the target lan-
guage? Compare, for example, the BNC (explicitly a corpus of British
English) and the Bank of English (which seeks to cover several of the
major varieties, including American, Indian, and Australian English).
= How far does the corpus account for dialectal variation? For example,
the spoken component of the BNC used volunteers from 38 different
locations across the UK, with the aim of capturing regional variation.

18 Variations on the typology outlined here can be found in Renouf (1987); Atkins,
Clear, and Ostler (1992); and Sinclair (2003).
19 The ICE’s homepage is at http://www.ucl.ac.uk/english-usage/ice/ .
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= Do we restrict ourselves to texts produced by native speakers of the
target language? (The BNC does this, but the Irish component of the
New Corpus for Ireland does not.) If so, we will need a good opera-
tional definition of native speaker. (This is far from straightforward:
consider Joseph Conrad, whose novels belong to the English literary
canon — yet English was Conrad’s third language.) And when we collect
texts in English from the web, it will often be impossible to determine
the mother tongue of the writer.

3.4.3.2 Time Will your corpus be:

= synchronic?
= diachronic?

In a synchronic corpus, the constituent texts come from one specific period
of time, whereas the texts making up a diachronic corpus come from an
extended period. The best examples of synchronic corpora are the Brown
and LOB collections, which consist exclusively of texts published in 1961. At
the opposite extreme, the Oxford Historical Corpus spans twelve centuries
(from Beowulf to the early twentieth century). Between these poles, there is
a continuum of ‘diachronicity’: the BNC, for example, includes texts dating
from 1975 to 1992, while the Irish-language component of the New Corpus
for Ireland covers the period 1883-2003.% Essentially, corpus-builders have
to decide ‘how diachronic’ their corpus needs to be in order to support the
kind of lexicography they will be doing. While a historical dictionary like
the OED clearly requires a fully diachronic corpus, dictionaries designed for
learners deal mainly with contemporary language, so they need a (broadly)
synchronic corpus which provides a snapshot of the language as it is used
at the time of compilation.

3.4.3.3 Mode Will your corpus include:

= written texts?
= spoken texts?
= both?

The Brown and LOB corpora consist only of written material, whereas the
BNC includes a substantial component of spoken data. As with most of

20 For details see Kilgarriff, Rundell, and Ui Dhonnchadha (2007), and www.
focloir.ie/corpus/ .
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these binary categories, the boundaries are not always completely clear:
fictional dialogue, for example, is a written form of text, yet it aspires to
replicate the way people talk to one another. Newer ‘hybrid’ forms of text
associated with the web complicate the matter further. The text found in
chat rooms is, strictly speaking, ‘written’ (it consists of keystrokes rather
than sound waves). On the other hand, it is typically produced (as con-
versations are) in real time, and displays many of the characteristics of
spontaneous spoken dialogue. As we shall see later (§3.5.1), spoken text is —
for a number of reasons — more difficult to collect than written, so practical
issues will often influence your corpus design model.

3.4.3.4 Medium Medium refers to the ‘channel’ in which the text appears.
A simple classification here would distinguish print media and spoken
media. The former include (inter alia) books, newspapers, magazines,
learned journals, dissertations, movie scripts, government documents, and
legal statutes. Spoken media include face-to-face conversations, broadcasts
and podcasts, public meetings, and educational settings (seminars, lectures,
etc.). Once again, traditional categories become blurred when we add
the web to the mix. Some ‘new’ text-types (blogs and social networking
sites, for example) are exclusive to the web, but many documents exist in
both print and electronic media. Most newspapers are published in both
channels — but online versions often include additional material that doesn’t
appear in the printed edition. Similarly, serious, refereed journals and con-
ference proceedings are increasingly published online (either exclusively so,
or in conjunction with print versions).

3.4.3.5 Domain Domain refers to the subject matter of a text: what the
text is about.”" It will be immediately clear that — unlike Language, Time,
Mode, and Medium — Domain is not a ‘universal’ parameter because not
all kinds of text can be classified in these terms. For example:

= Although some spoken encounters (such as academic seminars or
public meetings) may focus on a particular topic, most ordinary con-
versations do not.

= Some works of fiction or drama may be set in a particular period or
may deal with a particular subject, but they could rarely be said to

21" Sometimes also referred to as ‘topic’, e.g. by Sinclair (2003: 172).
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belong to a single domain in the way that most academic monographs
could.??

= Newspapers, despite their primary focus on current affairs, are far
from homogeneous in their subject matter.

Taking account of issues like these, the BNC applies the ‘domain’ criterion
only to written material, and within that broad category only to ‘informa-
tive’ (as opposed to ‘imaginative’) texts. Its design allocates these texts to
one of eight major domains,>® and each domain is subdivided into more
specialized categories. Assigning texts to a specific domain and subdomain
is reasonably straightforward, but deciding which subdomains to sample
from raises interesting questions.

3.4.3.6 Dealing with sublanguages When we think about the vocabulary
of a language, it is useful to make a broad distinction between ‘core’ usages
and ‘sublanguages’. The word deuce is part of a sublanguage: it belongs to
the vocabulary of tennis. A word like important, on the other hand, belongs
to the core vocabulary of English. We know this intuitively, and empirical
data supports our observation: deuce (leaving aside its use in old-fashioned
interjections like ‘what the deuce . ..?’) appears in only 9 of the BNC’s 4,124
texts, whereas important is found in 3,810 of them. (Less obviously, words
like serve, set, game, and even love are core in some meanings, but they
too — in specific senses — belong to the sublanguage of tennis.) Though
sublanguage terms may crop up anywhere (the characters in a novel might
have a game of tennis, for example), the only way of ensuring they are sys-
tematically represented is to include specialized texts. This raises interesting
questions (which are discussed in more detail in Kilgarriff and Grefenstette
2003: 10). Do we:

= include no sublanguages? (This would give us an impoverished view of
language.)

= include all sublanguages? (How do we know what they are?)

= include some sublanguages? (An unsatisfactory compromise.)

22 Think for example of Pat Barker’s Regeneration trilogy published in the 1990s: the
novels are set in World War I but deal with subjects such as psychiatry, love, and poetry,
as well as warfare. Similarly, Michael Frayn’s play Copenhagen (1998), though focusing
on an imagined meeting between Werner Heisenberg and Niels Bohr, can hardly be said
to be a text ‘about’ theoretical physics.

23 Namely: applied sciences, arts, belief & thought, commerce & finance, leisure,
natural & pure science, social science, world affairs.
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Despite its arbitrariness, corpus-builders have tended to take the latter
route. Thus the BNC’s texts cover subjects as diverse as making cakes
and soup; gliding; taking care of dogs; hotel management; photography;
village life in Nepal; and bereavement counselling (among many others).
On the other hand, it has no texts about badminton or volleyball, car
maintenance, heavy-metal music, carpentry, or (surprisingly) Islam. This is
perfectly understandable — there are serious practical issues in attempting
to sample ‘all’ sublanguages — but it is clearly not ideal. In fact, however,
improvements in technology will enable us to overcome most of the obsta-
cles to broad coverage of sublanguages, because:

= Data storage is no longer a major issue.

= Figuring out what the relevant sublanguages are is becoming less
difficult.

= Collecting appropriate texts has become far easier because of the web.

The web now plays host to vast numbers of ‘cyber-communities’: namely
groups of people with a common area of interest who generate and share
content on the internet. For example, Yahoo! has a ‘Recreation’ forum,
which includes tens of thousands of online ‘clubs’ devoted to every con-
ceivable sport, game, hobby, and recreational activity. Research into com-
munities of this type may provide the basis for a comprehensive inventory of
subject fields (and hence of their characteristic sublanguages).’* Meanwhile,
software for the rapid creation of corpora for specialized subjects is already
in place.”> A corpus that systematically samples ‘all’ sublanguages may still
be some way off, but there is no longer any compelling reason not to move
in this direction.

3.4.4 Corpus design: some conclusions

We have shown that a lexicographic corpus should be as large and diverse
as possible, and that the technical constraints which once made these objec-
tives so challenging have to a large extent disappeared. A truly representa-
tive corpus is an impossible goal because we are sampling from a population

24 See for example Kumar et al. ‘Trawling the Web for Emerging Cyber-Communities’
(1999), available online at http://citeseer.ist.psu.edu/kumar99trawling.html .

25 A good example is WebBootCaT, one of the components of the Sketch Engine: see
Baroni et al. (2006).
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whose nature is unknowable and whose extent is unlimited. Nevertheless, we
know that the description of language in a dictionary cannot be complete
if the dictionary’s source data doesn’t reflect the full repertoire of language
events. Our goal, then, is a ‘balanced’ corpus, though we recognize that
there is no single, scientific methodology for achieving this. Texts can be cat-
egorized in a variety of ways, but even the very broad categories discussed
here have fuzzy boundaries and are not always mutually exclusive.

Beyond these major categories, texts have numerous other attributes
which we may want to record. In Atkins, Clear, and Ostler (1992: 11ff.),
for example, the following features are proposed (and most of these found
their way into the BNC'’s text-description schema):

= Authorship: was the text produced by one person, or is its authorship
joint, multiple, or corporate? Was the writer (or speaker) male or
female?

= Preparedness (an attribute especially of spoken data): is the text spon-
taneous, based on notes, or fully edited?

= Function: not all texts have a specific function (in which case it is
‘unmarked’) but many can be characterized as narrative, informative,
expository, or hortatory/persuasive.

= Audience: is the text aimed at children, teenagers, adults, or any other
specific group?

= Technicality: some texts are produced by specialists for specialists,
some by specialists for laypeople, and some by non-specialists. This
can be a useful way of distinguishing texts in the same subject-field:
within the area of ‘computing’, for example, we may have an advanced
manual for programmers on the one hand, and on the other a popular
article giving simple guidelines for beginners.

Variations on these attributes can be found in the design specifications of
other corpora.’® But even when you have established a good, workable
sampling frame, you still have to decide how much text to acquire for each
part of the frame. The BNC, for example, uses the following (approximate)
proportions:

= mode: 90% written, 10% spoken
= written texts: 75% informative, 25% imaginative
= spoken texts: 42% demographic, 58% context-governed

26 See for example Kudera and Francis (1967), Renouf (1987), Summers (1993).



76 PRE-LEXICOGRAPHY

= written medium: 60% books, 30% periodicals of various kinds, 5%
ephemera (brochures, advertising material, etc.), 5% unpublished
material.

Other corpora balance their constituent texts and text-types in differ-
ent ways. Each approach is generally well thought through and well
argued — but also adjusted to cope with the practical challenges that rear
their heads as the corpus-gathering process gets under way. None of the
various approaches is obviously ‘better’ than the other, and none can claim
to be scientific. But a corpus that combines high volumes of text with
a design which conscientiously reflects the diversity of the language will
provide excellent raw materials for mainstream lexicography.

3.5 Collecting corpus data

In this section we discuss the issues involved in acquiring texts for your
corpus. We address the following topics:

= collecting written data

= collecting spoken data

= collecting data from the web
= sample size

= copyright and permissions.

3.5.1 Collecting written data

It goes without saying that the texts in an electronic corpus have to be
in digital form. For synchronic corpora this is rarely a problem, now
that most written material starts life in some kind of digital format. Life
wasn’t always so easy. Earlier corpora made extensive use of scanning
and keyboarding (both slow, labour-intensive processes) to convert printed
pages into usable data. Renouf’s account of the development of the orig-
inal Birmingham/COBUILD corpus gives some idea of the heroic efforts
involved (Renouf 1987: 5-6). Some texts were captured by keyboarding, but
many were scanned using a ‘Kurzweil Data Entry Machine’ (KDEM) — a
state-of-the-art (and phenomenally expensive) piece of technology in 1980.
The KDEM first had to be trained, a laborious procedure in itself. After
about nine months of intensive work on both fronts, ‘we had KDEMed and
keyboarded sufficient material to allow us some choice in putting together
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six million words for concordancing’. By the time the BNC was getting
under way about ten years later, it was expected that reliance on scanning
and keyboarding would be greatly reduced, because ‘the corpus designers
believed that many texts would already exist in electronic form’ (BNC
website: http://www.natcorp.ox.ac.uk/corpus/creating.xml.ID=electronic).
This turned out to be an optimistic assessment: ‘texts in electronic form
which fitted the corpus design were far fewer than had been supposed’, so
scanning and keyboarding still had a big part to play. For today’s corpus-
builders, these problems have largely disappeared, though converting elec-
tronic texts to a standard format may still involve significant effort (as we
discuss later: §3.6.1).

3.5.2 Collecting spoken data

If a corpus aims to provide a snapshot of contemporary language, it is
clearly desirable that it should include significant quantities of spontaneous,
unscripted speech. But spoken data has, traditionally, been difficult and
expensive to collect. Consequently, although the majority of communica-
tive events in a language occur in spoken mode, few corpora include high
proportions of spoken material. Only 10 per cent of the BNC is spoken, and
less than half of its 10-million-word speech component consists of ordinary
face-to-face conversations. These were captured on tape by a large group
of volunteers, recruited by the British Market Research Bureau to form a
representative cohort of the British population — with ‘equal numbers of
men and women, approximately equal numbers from each age group, and
equal numbers from each social grouping’ (BNC website). Volunteers kept
detailed logs of every conversation in which they were involved, and their
recorded conversations were painstakingly transcribed. This is valuable
data, but the costs of collecting it were high. It is a fair bet that nothing on
this scale will be attempted again until speech-recognition technology can
cope with ambient noise, overlaps between speakers, and the many other
challenges that multi-participant conversations present.

But if this kind of data represents a ‘gold standard’, there are plenty of
sources on the web for spoken material which still has considerable value.
For example, transcripts of broadcast interviews (from the Larry King
Show, Voice of America, and so on) are available in enormous volumes.
In most cases, the material is not ‘sanitized’ to look like written text, so it
retains the feel of spontaneous speech, as this short extract illustrates:
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Well, it’s, you know, really the whole week, it’s just been such an emotional week for the
town and the communities around. Obviously, the town of Cheshire, just down the road
Route 10 a little bit from us, very emotional.

Sites like ‘Everyzing’ (www.everyzing.com) provide access to huge libraries
of broadcast material, advertising, and home-made video clips, in domains
as diverse as politics, entertainment, business, sport, and health. Everyzing
comes with a powerful search engine that enables users to retrieve countless
examples of any given word or expression, and for each clip on view, there
is a full transcript of the text. We discuss later (§3.7.1) the trade-off that
corpus-builders often have to make between quality and quantity, and sites
like these illustrate the point well. Though the BNC’s spoken material is
of very high quality, it is a small subcorpus by present-day standards, and
its value inevitably degrades as time passes, so that what was once current
language starts to look dated. Against this background, web-derived spoken
data — which offers up-to-date material in large quantities and at low cost —
begins to look like an attractive alternative.

3.5.3 Collecting data from the web

The web itself, of course, is a vast and ever-growing repository of texts of
every conceivable type. It is probably pointless to speculate how much lin-
guistic data it holds, but for the world’s major languages (and even some less
major ones) the volumes of available text are far in excess of lexicographers’
needs. The question of ‘whether the web is a corpus’ is a hotly debated topic
in language-engineering circles. For lexicography, it is better to see the web
as a source of texts from which a lexicographic corpus can be assembled.
Collecting data in this way is not without its problems, but a good deal of
work has already been done, especially within the NLP community. The
biggest challenge has been to develop reliable methodologies for automat-
ically separating large tranches of continuous, cohesive text from all the
other data-types in this medium (such as navigational aids, lists, images,
sound files, and other varieties of ‘noise’). The technology is now fairly
mature and ‘web corpora’ have been assembled for several languages.?’

2T For example, researchers in Leeds have created large and balanced web corpora
for Chinese, English, French, German, Italian, Polish, Portuguese, Russian and Spanish:
http://corpus.leeds.ac.uk/internet.html . See also Baroni et al. (2006) on WebBootCaT,
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Fig 3.6 Composition of the Oxford English Corpus (OEC)

The New Corpus for Ireland — collected in 20034 — is an early example
of a corpus which includes web data. Though most of its texts come from
‘conventional’ sources, about 20 per cent of the Irish and Hiberno-English
components consist of material from the web (Kilgarriff, Rundell, & Ui
Dhonnchadha 2007: 134f).

The Oxford English Corpus (OEC) — launched in 2006, and still grow-
ing — is the first lexicographic corpus of English sourced entirely from the
web. The figures in each ‘slice’ of the piechart in Figure 3.6 indicate the
number of words, in millions, in each major component of the corpus. The
OEC has clearly made serious efforts to cover a wide range of text-types
and domains, and its one billion words come from a huge variety of sources.
For example, the OEC’s 60 million words in the general domain of ‘Sport’
are made up of subcorpora that deal with about forty individual sports.
Large and impressive though it is, the OEC has already been overtaken — in
terms of sheer volume, at least — by web corpora such as the ukWacC corpus,
which is bundled with the Sketch Engine package and weighs in at just over
2 billion words.

It goes without saying that there are some downsides here. It is often
harder to be sure about the exact provenance of a text on the web. Which
part of the English-speaking world does the author come from? Is the

a software tool for the rapid creation and processing of web corpora in specialized
domains.
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author a native speaker? Do we even know who the author is? And has the
text gone through the kind of editorial process we associate with conven-
tionally published material? Questions like these inevitably raise concerns
about the ‘integrity’ of web data. On the other hand it is undeniably true
that the web allows us to gather large quantities of text far more efficiently
(and cheaply) than was ever possible using conventional methods. Concerns
about the range of text-types available on the web (could the web really
supply the variety of registers found in a corpus like the BNC?) have proved
largely unfounded. Research done in comparing web-derived corpora with
‘benchmark’ collections like the BNC is (thus far) encouraging, and sug-
gests that a carefully designed web corpus can provide reliable language
data. Fletcher (2004), for example, compared word-frequency data in a 5.4-
million-word web corpus with counts from the BNC. He notes a number
of differences in frequency ranking which reflect ‘the biases and gaps’ in
each data-set. Obvious examples are the BNC’s bias towards British forms,
institutions, and place-names, while the web data has a clear orientation
towards the US. Also, ‘in the BNC texts the language of news and politics
stands out, while in the web corpus academic concepts are quite salient’. In
general, though, the differences are not unduly great, and Fletcher believes
that research of this kind will ‘help dispel doubts about the representative-

ness of selected web documents for English as a whole’.?

3.5.4 Sample size

The Brown Corpus was made up of short, 2,000-word extracts from each
of its constituent texts. Given its goal of collecting one million words in all,
this was a sensible way of ensuring that a wide range of text-types could be
represented, and that no single text was large enough to upset the overall
balance (cf. §3.4.2.6 above on ‘skewing’). The BNC had a lot more words
to play with, but even so there were concerns that including very large
documents might affect the reliability of corpus-derived frequency counts
and give undue weight to the idiosyncrasies of a single writer or source.

28 Similarly, investigations in the frequencies of various types of bigram in web data
led Keller, Lapata, and Ourioupina (2002: 236) to conclude that ‘the counts obtained
from the web are highly correlated with the counts obtained from the BNC, which
indicates that web queries can generate frequencies that are comparable to the ones
obtained from a balanced, carefully edited corpus such as the BNC’.
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So for that part of the corpus made up of books, the BNC set a limit of
40,000 words per individual document. If a source text was larger than this,
a sample was taken.

This approach is not without risks, and there are good arguments for
using complete texts rather than extracts. In many registers (notably aca-
demic writing), the discourse structure and rhetorical features of a text
may vary as it proceeds from its opening paragraphs, through its central
sections, to the concluding chapters.?’ The BNC’s ‘solution’ to this was to
ensure that 40,000-word samples were taken variously from the beginning,
middle, and end of its source documents, and a similar approach was used
in the New Corpus for Ireland. But as we enter the era of mega-corpora,
the ‘skewing’ argument begins to lose its force. A very large document
such as Vikram Seth’s novel A4 Suitable Boy (1994) — a massive book of
over half a million words — would have fatally skewed the Brown Corpus if
included in its entirety, and seriously unbalanced the original (7.3m word)
Birmingham corpus. But the larger the corpus, the less of an issue this
becomes — Seth’s text would have little impact on a billion-word corpus.
There remains, however, a pragmatic reason why samples may be preferred
to complete texts: copyright owners are more likely to allow an extract of
their text to be used in a corpus, rather than the full version. This is the
subject we address next.

3.5.5 Copyright and permissions

As Atkins et al. noted, ‘one of the serious constraints on the development
of large text corpora and their widespread use is national and international
copyright legislation’ (Atkins, Clear, and Ostler 1992: 6). Unless a corpus
is made up of much older texts, most of its source material is likely to
be protected by copyright. The basic principle is that a text is usually the
intellectual property either of its creator or of the person or organization
that paid for it to be created. So corpus-builders need to ensure they have
permission from the copyright owner to include it in their corpus. The ‘level’
of permissions needed will depend to some extent on the breadth of its
availability: who is entitled to use the corpus, and for what purposes? The
Bank of English, for example, is not widely available: though a small subset

2 Sinclair refers to ‘the marked differences that have been observed between different

parts of a text’, and notes that ‘not many features of a book-length text are diffused
evenly throughout’ (1991: 19).
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is publicly available through subscription, access to the complete corpus is
generally restricted to employees of HarperCollins (its joint creator) and
bona fide researchers at Birmingham University. The BNC, on the other
hand, has a much higher level of permissions. Access is not completely
unrestricted (as in the case of WordNet, for example), but the licence
agreements entered into by donors of text have proved flexible enough
to allow the corpus to be used very widely, for commercial purposes as
well as academic. A great deal of work is involved in securing permissions
from copyright-holders and, not surprisingly, this turned out to be one of
the most time-consuming aspects of the whole BNC project. As Sinclair
observes (1991: 15), ‘the labour of keeping a large corpus in good legal
health is enormous’.

=> In order to ensure that your corpus is ‘in good legal health’, you will
first need to find out who owns the copyright of each text that you plan
to include (this isn’t always as straightforward as it sounds). When you
approach the copyright owner for permission, it’s important to be trans-
parent about the intended use of their text. Publishing rights managers will
generally be wary about requests for permission to disseminate their intel-
lectual property — which is hardly surprising: it’s their job to be protective.
Furthermore, they won’t necessarily know much about corpus linguistics, so
it’s a good idea to accompany your request with a short, simple explanation
of what a corpus is, how and why people use it, and how their own data will
eventually form part of a much larger body of texts. The key thing is to reas-
sure rights-holders that their data will be safe in your hands, and it does no
harm to imply that selection for inclusion in a major corpus says something
positive about the value and significance of their text. During the creation
of the New Corpus for Ireland, for example, copyright owners — after an
initial approach — were sent three documents:

= A permissions request describing the precise terms on which a text
would be included. As well as specifying the computational processes
involved, the letter noted that ‘All users of the New Corpus for Ireland
will sign an End User Licence, limiting the uses that may be made of
the data’. For this corpus (and the same point applies to the BNC) it
was made clear that samples would be used (of up to 60,000 words, in
this case) and that no text would be included in its entirety.

= A copy of the End User Licence referred to, which included a clause
explicitly prohibiting licensees ‘from publishing in print or electronic
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form or exploiting commercially in any form whatsoever any extracts
from the Corpus other than those permitted under the fair dealing
provisions of copyright law’.
= A short PDF document giving a simple explanation of corpora
and how they are used, illustrated by screenshots from a corpus
query system, showing concordances, lexical profiles, wordlists, and
so on.
One final (and very important) recommendation: never offer to pay for
permission to include a text, and never agree to such a request from a
copyright owner. Once money starts changing hands (even if for a single
text in a single corpus), a precedent would be established that could have
fatal consequences to corpus-creation efforts worldwide.

However well this part of the project is planned, obtaining permissions
for the hundreds or thousands of texts in a corpus will always be a time-
consuming administrative job. It was certainly one of the biggest overheads
on the BNC project, and it is hard to imagine anyone attempting to do
this again on the even larger scales that are now seen as normal for a
lexicographic corpus. This can only increase the appeal of sourcing texts
from the web. Most legislation governing intellectual property rights (IPR)
was framed before the internet came into existence, SO we are now in a
transitional phase where the law has not yet caught up with the technology.
This is a classic grey area, and it would be imprudent to attempt a definition
of what is and is not allowable. Kilgarriff and Grefenstette (2003: 335,
footnote 2) make the following point:

Lawyers may argue that the legal issues for web corpora are no different to those
around non-web corpora. However...a web corpus is a very minor sub-species of
the caches and indexes held by search engines and assorted other components of the
infrastructure of the web: if a web corpus is infringing copyright, then it is merely
doing on a small scale what search engines such as Google are doing on a colossal
scale.

At any rate, several reputable language institutions and publishing com-
panies have already gone down this route after taking legal advice, and
there are good reasons for believing that web corpora — provided access

30" The excellent BNC website also provides useful information on this subject: go to
http://www.natcorp.ox.ac.uk/corpus/ and follow the link to the ‘Permissions Clearance’

page.
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is controlled by the same kinds of End User Licence used for ‘traditional’
corpora — are for the time being on the right side of the law.

3.6 Processing and annotating the data

In this section, we discuss the processes involved in taking corpus texts
from their raw state to a final form in which they can be used efficiently
by lexicographers and linguists. This operation entails three fairly distinct
stages:

= clean-up, standardization, and text encoding: essentially, the process of
taking a heterogeneous collection of input documents and converting
them all to a standard, usable form

= documentation: providing each input text with a unique ‘header doc-
ument’ which records its essential features

= linguistic annotation: enriching raw text by adding grammatical infor-
mation which will enable corpus users to frame sophisticated queries
and extract maximum benefit from the data.

3.6.1 Clean-up, standardization, and text encoding

A large and diverse corpus will include many thousands of individual texts
from a wide range of sources and in a wide range of media. Input texts may
have been keyboarded, transcribed from recordings, scanned, dumped from
typesetters’ tapes, or downloaded from websites. The first thing we need to
do is standardize this disparate collection of data, so that we end up with a
single body of text in a uniform format. This makes the resulting corpus
maximally portable, and ensures that the data can be used in a corpus-
query system (on which, see §4.3.1). A number of formats have been used
in the past (the BNC, for example, was originally encoded using an SGML
standard), but there is now a generally accepted standard in the form of
XCES, the XML Corpus Encoding Standard, details of which can be found
at http://www.xml-ces.org/ .

3.6.1.1 Written data Corpus-builders are in a much more fortunate posi-
tion than the pioneers of the late twentieth century (§3.5.1), because most
texts from written sources — books, newspapers, journals, and so on — will


http://www.xml-ces.org/

LEXICOGRAPHIC EVIDENCE 85

already be in digital form. But although scanning and keyboarding won’t
generally be needed, we are still some way from an ideal world in which
most input texts come in ready-to-use form. Different organizations deliver
their texts in different software packages (some proprietary, some home-
grown), typically using their own forms of mark-up. Consequently, input
formats may vary enormously, and could include documents in the form of
HTML, RTF, PDF, Microsoft Word, PostScript, QuarkXPress, and many
others. All this diversity needs to be squeezed out, so that we can start the
next stage with clean plain text.

Decisions also need to be made about what to do with those parts of a
corpus document that have limited value for lexicography. Most books, for
example, include components such as:

= acknowledgements, copyright information, names of authors, page
headers or running titles, tables of contents.

Many also have:

= indexes, glossaries, tables and diagrams, scientific or mathematical
formulae, bibliographies.

What should be done with these? (The usual approach is to remove them,
at least for a lexicographic corpus.) Newspapers and magazines have their
own flavours of ‘non-text’ material, such as:

= lists of share prices, crosswords and sudoku puzzles, advertisements,
TV listings, lonely-hearts columns, racing results.

Web data is even messier. Web pages have a natural bias against the kind of
data that lexicographers most need: long stretches of continuous text. They
tend to be broken up by (among other things):

= frames, navigational data, copyright notices, captions, images, and lists
of various kinds.

But after a decade or more of work devoted to extracting text from the web,
a number of well-tried methodologies are now in place. There are routines
for automatically stripping out unwanted material, as well as ruses for
identifying uninterrupted text. For example, if the ratio of textual characters
to HTML tags is high, there is a good likelihood we have located a stretch of
unbroken text — because in discursive text, tags are usually needed only for
signalling things like paragraph breaks or the occasional change in typeface.



86 PRE-LEXICOGRAPHY

Similarly, a stretch of data where the proportion of grammatical words is
high (and similar to what is found in printed documents) is a good candidate
for being usable text. We have seen how the most frequent words in the
language — like the, in, but, and of — make up a high percentage of most
texts (§3.4.1.1), but words like this would be scarce or non-existent in a
table of football scores or a list of team members. There is still much to
be done in this area. Duplication, for example, is endemic in much web
data and remains a difficult problem to solve. But the various strategies
are being steadily refined, and there is an active community of researchers
who are pooling ideas and expertise to improve automatic data-extraction
techniques.!

3.6.1.2 Spoken data Spoken data has its own special challenges. Tran-
scribing recorded speech is an inherently difficult task (§3.5.2), and the
transcription system used will need to cope with phenomena such as pauses,
vocalized pauses (like erm, mhm, ooh), overlaps, contractions (how do we
deal with things that sound like dunno, gonna, and cos?), paralinguistic
features (like laughing or whispering), or with words that are too unclear to
allow for confident transcription, or simply inaudible. A good place to start
is Crowdy’s (1994) paper on the transcription scheme used for the BNC.
Spoken data, and the ‘depth’ to which it is transcribed, nicely exemplifies
an issue that we discuss at the end of this chapter: the trade-off between size
and granularity.

3.6.1.3 Encoding Once the entire corpus has been converted into clean,
raw text in a standard format, we are ready for the next phase. Encoding
corpus texts typically consists of the following stages:

= tokenization
= marking textual structure
= lemmatization.

Each stage entails a form of mark-up. ‘Marking up’ a text means enriching
the raw data by adding information of various kinds. This is done by means
of ‘tags’ enclosing those strings of characters which embody a particular
textual feature. To give a simple example, a run of words that constituted a

31" The main player here is a special-interest-group called CLEANEVAL, set up specif-
ically to evaluate technologies for ‘cleaning’ web pages: http://cleaneval.sigwac.org.uk/ .


http://cleaneval.sigwac.org.uk/

LEXICOGRAPHIC EVIDENCE 87

paragraph in the original text will typically be marked by a <p> tag at the
start and a </p> tag at the end.*”

Tokenization refers to the task of identifying all the tokens in the cor-
pus — which effectively means marking the boundaries of each word and
punctuation mark. As Sinclair notes, it is reasonable — for most kinds of
linguistic analysis — to see the word as ‘the simplest building block’ of any
text (2003: 179), so routines are needed to automatically find and mark
each word. This is relatively easy for Western writing systems, because
word boundaries are typically marked by spaces. (It is much harder in the
case of Chinese, for example.) Even so, it is not entirely straightforward.
Hyphenation can sometimes be a problem. Some hyphens are intrinsic to
the word they appear in (as in trade-off or once-over), but many are just an
arbitrary product of layout. (Most news text, for instance, appears in short
columns and this leads to a lot of hyphenation.) Similarly, apostrophes can
be ambiguous in terms of their function — they may signal a quote mark, a
contraction (wasn’t), a possessive (the boys’ changing room), or occasionally
a plural (NGO’s). So if our goal is to replicate the structure and wording of
the source texts, we need software routines that address issues like this. The
output of a tokenization process will look something like this, with words
enclosed by a <w> tag and punctuation marks by a <c> tag (note that
‘didn’t’ is treated here as two ‘words’: did and n't):

Input text
She really didn’t like him.

Output text
<w>She</w><w>really</w><w>did</w><w>n't</w><w>like</w><w>him
</w><c>. <le>

Next, the textual structure of corpus documents needs to be recorded: it is
important for corpus-users to be able to see the boundaries of chapters, sec-
tions, paragraphs, and above all sentences (since knowing where a sentence
begins and ends is critical to understanding a text). Again, this is not always
as easy as it sounds. Although most sentences end with a full stop, there are
plenty of exceptions:

32 This book is primarily concerned with how lexicographers use language data, so the
account we give here of text-encoding processes covers only the basics. For fuller infor-
mation, see for example Sinclair (2003: 181ff.), Kilgarriff, Rundell, and Ui Dhonnchadha
(2007), and the BNC website.
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= Some sentences end with question marks, exclamation marks, or clos-
ing quotes.

= Full stops don’t invariably signal sentence boundaries: they can also
appear in abbreviations (i.e.), numbers (38.4 degrees C.), references
(Sinclair 1991.124) or initials (D. H. Lawrence).

Finally, the text needs to be lemmatized. Continuous text consists of ‘word-
forms’ (like permitted or permits), but the headwords in a dictionary are
generally ‘lemmas’ like permit, and this is the object that we usually want to
study. A lemmatization program takes as its input the various word-forms
and maps them on to the lemma they belong to. When the lexicographer is
researching permit-verb, a single query will find corpus instances of permit,
permits, permitting, and permitted. Once again, English — with its simple
morphology — is one of the easiest languages to lemmatize, but things are
far more challenging in the case of morphologically complex languages like
Finnish, Irish, or Xhosa.

For all three processes, a great deal of work has been done over several
decades, and mature technologies for automating these tasks are already in
place for many languages (and above all, for English).

3.6.2 Textual annotation: the document header

In our discussion of ‘skewing’ (§3.4.2.6), we noted that the word mucosa
had the same frequency in the BNC as the word unfortunate. But it turns
out that mucosa appears in only nine of the BNC’s source-texts, whereas
unfortunate is much more evenly distributed, occurring in 648 different texts.
For lexicographers and other corpus analysts, this information is vital to
any assessment of the relative ‘importance’ of each word — and this is where
the document header comes into play. We know exactly which texts — and
which kinds of text — mucosa appears in because each individual text (or
‘document’) in the corpus includes a unique header that tells the computer
(and hence the user) what kind of text it is. For example, is it a written
text, or a sample of speech? Is it a piece of fiction or an academic mono-
graph? The headers have to provide ‘whatever information the user might
need about a text, including feature-values which would be potentially used
in corpus queries’ (Kilgarriff, Rundell, and Ui Dhonnchadha 2007: 141).
Headers typically give bibliographic information (title, author’s name, date
and place of publication, and the like), and precisely locate each text in
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whatever typology is being used. Thus if we come across the word sacrifice
in our corpus, in what looks like an unfamiliar use, it will be helpful to know
that in this case the example comes from a book about baseball written
in the US in 1999. The header might classify this source text as being
informative (as opposed to imaginative), written text belonging to a broad
sports and leisure category and in the subdomain baseball, and as American
English from the 71990s. Recording features like these for every corpus text
ensures that lexicographers are not misled by counter-intuitive frequency
data (as in the case of mucosa) and enables them to apply labels (such as
American English, literary, or journalistic) with a degree of confidence. It
also facilitates the process of generating subcorpora — of American English,
for example, or of texts about sport. The types of information encoded in
header documents will vary according to the intended uses of the corpus. In
the Irish component of the New Corpus for Ireland, for example, the header
states whether the author is a native speaker of Irish, and which (if any) of
the three major dialects of Irish is used in the text. The obvious rule is that
the more information we encode in the header, the broader the range of
questions we can ask the corpus. If the header includes the author’s gender,
for example, we can compare the ways that women and men use language.

3.6.3 Linguistic annotation

One of the more unlikely success stories in UK publishing of the last
decade was a short, rather prescriptive book about language called Eats,
Shoots and Leaves. The title alludes to an old joke popular in linguistic
circles, about a panda who finishes his meal in a restaurant, guns down
the waiter, and walks out — thus conforming to his dictionary definition:
a large bear-like mammal which ‘eats shoots and leaves’. Though the
book mainly addresses issues of punctuation, its title is equally relevant
to grammatical categories. The two possible readings for shoots and leaves
depend on whether these word-forms represent plural nouns or present-
tense verbs in the third person singular. A lexicographer compiling an entry
for the noun leaf needs a corpus system which displays every instance of
the noun (leaf and its plural form /eaves), but also filters out occurrences
of the verb-form leaves — which, for present purposes, would constitute

3 See also http://www.natcorp.ox.ac.uk/docs/userManual/hdr.xml for details of the
BNC’s approach to header documents.
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‘noise’, or non-relevant data. This is perfectly possible as long as the
text in the corpus has been ‘part-of-speech tagged’ (or POS-tagged), and
this is the most common form of linguistic annotation applied to corpus
data.

A POS-tagger is a software tool that automatically assigns every word
in the corpus to a wordclass. The term is slightly misleading because most
taggers (for English, at least) go well beyond simply saying ‘this word is
a noun, this one’s a verb, this is an adjective’. The tagger used for the
BNC, for example, has different tags for singular and plural nouns, proper
nouns and common nouns, and it distinguishes various forms of lexical verb
(such as the third person singular, past tense, past participle, or -ing form).
The system (known as ‘CLAWS-5") has fifty-seven main grammatical tags,
as well as several others for punctuation marks. POS-tagging has been a
major research topic in the NLP community for a long time, and taggers
which perform with a high degree of accuracy are available for most major
languages (and for many less major ones). This is not the place to explain
how POS-tagging works — there are plenty of good sources for this kind of
information.3* Our focus here is on the lexicographic value of a well-tagged
corpus.

Our input text from above (§3.6.1.3) has now been tokenized and its
sentence-boundaries are marked by <s> tags. So it looks like this:

<s><w>She<Iw><w>really</w><w>did</w><w>n't</w><w>like</w><w>
him</w><c>.<lce></s>

After it has gone through the POS-tagging process, it looks like this:

<s5><wt="PNP">She</w><wt="AV0" >really</w><wt="VDD">did</w><wt
="XX0">n't</w><wt="VVI'>like</w><wt="PNP">him</w><c>.</c><[s>

Each word tag <w> has now been enriched by a POS-tag. Thus She is
tagged ‘PNP’ (personal pronoun), really is tagged ‘AV0’ (general adverb —
there are separate tags for adverbial particles like off and out, and for wh-
adverbs like why), and so on. With this information built into the text, a
corpus-query system will be able not only to find all the noun uses of take
(and thus save the labour of identifying them from the far larger set of verbal
uses), but also to conduct quite sophisticated searches and generate results
that are relatively free of noise.

3 See for example Grefenstette (1998), and McEnery and Wilson (2001, chapter 5).
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A common way of analysing a word is to start with a set of, say, 500
randomly sampled concordances. You may then want to perform some
more complex (and more focused) queries. For example, the verb seem
has almost 60,000 hits on the BNC, a daunting number. But we quickly
notice (or retrieve from our mental lexicon) its tendency to be followed
by an adjective (the dog seemed distressed), a noun phrase (he seemed the
embodiment of the new age), or a prepositional phrase (they seemed in good
spirits). A well-tagged corpus allows us to focus on each pattern in turn
and view a manageable number of examples, because we can specify queries
like ‘seem + noun’ within a given span. Similarly, we could use the tagging
in the corpus to collect evidence for the verb train (excluding all the noun
uses) when directly followed by a prepositional phrase, thus enabling us to
investigate the distinctive uses of the patterns ‘train as’ (train as a nurse,
an engineer, a teacher), ‘train in’ (train in management, medicine, first-aid
techniques), and ‘train for’ (train for a diplomatic career, a job in sales, the
probation service).

For lexical-profiling software, too (which we discuss in §4.3.1.5), the first
requirement is a POS-tagged corpus. Word Sketches (a well-established type
of lexical profile) produce a statistical summary of a word’s grammatical
and collocational behaviour. A Word Sketch for the verb exercise, for
example, will quickly tell us the kinds of object the verb usually takes:
words like restraint, discretion, caution, and vigilance. In order to do this,
the software needs to be told how to recognize the object of a verb, and
this is done by identifying the various sequences of POS-tags that can
instantiate the V + O relation. At its simplest, this could be a combination
such as ‘verb + determiner + adjective + noun’ (where the noun is the object:
e.g. committed a serious crime). By aggregating the various definitions of
this grammatical relation, the software is able to find most instances of the
relevant pattern and will then identify the specific lexical items that most
regularly appear in the object slot.

It is important to point out that neither approach (lexical profiling,
or complex concordancing) is perfect. The results will always include the
occasional false positive (She had trained for six years is not the same as
She had trained for an acting career), and will also miss valid examples in
cases where the system’s grammar fails to capture every possible instance
of a given relation. But it is equally important to be clear that — for the
purposes of lexicography — this doesn’t matter. What lexicographers are
concerned with is identifying the regularities in the language, and a large,
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well-annotated corpus enables us to see these. Lexical-profiling software in
particular shows only those patterns that occur frequently, so the technol-
ogy is tolerant of the occasional glitch. There are, to be sure, a number
of methods that will deliver ‘cleaner’ results: the various types of ‘corpus
query language’ (CQL) provide powerful tools for creating very precise
queries which eliminate most of the noise. These are invaluable for corpus
linguists and other researchers, but rarely needed for lexicography. Our job
is to look for the norms, not the oddities, and dictionaries would never
get written if we agonized about the imperfections in the results of our
queries.

Even when the software is working optimally, it may still be unable to
distinguish sentences like these:

guidelines for treating patients with AIDS
guidelines for treating patients with antibiotics

Though the surface grammar is the same (and POS-tagged corpora deal
only in surface grammar), it is obvious to the human reader that these
sentences are different, and the difference relates to what the prepositional
phrase attaches to (zreating with antibiotics vs. patients with AIDS). The
problem is intractable unless our corpus is not only tagged but parsed, but
this raises other issues. In the first place, automated parsing — the process
of identifying the grammatical structure of a sentence — has a significantly
lower success-rate than POS-tagging; the latter claims over 97 per cent suc-
cess, while estimates for the reliability of parsers rarely go above 75 per cent.
There is, moreover, a philosophical argument against using parsed corpora
for lexicographic analysis. The categories we use when parsing a sentence or
text reflect a model of sentence constituents which was developed in the pre-
corpus era. But part of the point of using a corpus is to discover facts about
language that we didn’t know before. So it can be argued that if we apply
existing notions to the analysis of sentence structure, we may be boxing
ourselves into a corner and perpetuating a particular a priori approach
to sentence analysis. As Sinclair points out: “The theoretical position and
descriptive strategies of those who performed the analysis...provide the
only perspective through which the language can be viewed’ (2003: 187). As
long as concordancing and lexical-profiling software continue to improve,
it seems unlikely that lexicographers will feel the need for fully parsed
corpora.
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3.7 Corpus creation: concluding remarks

3.7.1 The trade-off between size and granularity

We have shown how the results of even carefully specified searches will
generally include a certain amount of noise. We have also argued that —
for skilled human analysts — this is not a problem because irrelevant data
can be rapidly discounted. If you get a Word Sketch from the BNC for the
noun adult, you will notice it often modifies other nouns (in combinations
like adult suffrage, adult education, and adult literacy). But the software also
tells us that the fourth most statistically significant combination is adult
worm. The intelligent lexicographer does not waste time pondering whether
this combination should feature in a dictionary entry for adult: we know
at once this is an aberration. If we follow up the link and generate all the
concordances for adult + worm, we’ll see that all but two corpus instances
come from a single file (not surprisingly, a book about parasitology). This
reassures us that the combination is not sufficiently part of the general
language to be accounted for in a dictionary — but in practice, few lexi-
cographers would even bother seeking such reassurance. Part of the skill
of analysing corpus data lies in knowing how not to get sidetracked. To be
sure, there is scope for the software to be improved: in the present case, the
search algorithm could be refined, with an additional weighting to reflect
how widely (or narrowly) an item is dispersed across the corpus. Something
on these lines would eliminate adult+worm from the list of significant
combinations. This sort of dialogue between users and designers of corpus-
querying tools is what ensures that the software goes on improving. But
human intuition still has a vital part to play —not in pre-judging our analysis
by (for example), applying a priori beliefs about what the senses of a word
are; but rather by sensibly ignoring things that we know to be unimportant
for our purposes.

All of which raises an important point about the difference between what
lexicographers want from a corpus and what other kinds of corpus linguists
may want. As a general rule, lexicographers prefer size to granularity. That
is, if the choice is between high volumes of data with the occasional bit of
noise, or very ‘clean’, carefully annotated data in much smaller quantities,
they will always go for the former. And this is a choice which often needs to
be made. There are at least three areas in which this size/granularity trade-
off might have implications for corpus design:
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= text-selection parameters
= level of detail in document headers
= linguistic annotation.

Taking these in turn: it is obvious that we can categorize texts (when select-
ing material for a corpus) using typologies that fall anywhere on a spectrum
from very broad to very fine-grained. Thus, the text-type ‘newspaper’ could
be thought of as subsuming ‘reportage’, ‘editorial’ material, and articles
or features in specific domains. The design of the Brown Corpus reflected
distinctions like these; in a corpus of a million words, it was feasible to
collect 2,000-word samples of various subtypes. But what about the OEC,
which includes 190 million words of news text? Here, the task of separating
the various sections in a given newspaper — such as those devoted to health,
arts and culture, or personal finance — cannot be performed manually.
Automated routines will help up to a point, but compromises are usually
necessary, and it is unrealistic to expect that every item in every newspaper
can be distinguished in terms of domain.

The same point applies to document headers: in an ideal world, the
header will record every potentially relevant fact about the text it is attached
to and the text’s author. The more information in the header, the more kinds
of query become possible. But the relevant information has to be found and
verified, and recording it is a highly skilled, labour-intensive operation.

And finally, annotation. As we have seen already, automatic POS-tagging
is reasonably reliable; the usual claim is that systems like this assign POS-
tags with an accuracy of about 97 per cent. But it is by no means unusual
to find mis-taggings (which impact on search results), and a program of
manual post-editing could raise the accuracy level to close to 100 per cent.
For a large corpus, however, this would be a major undertaking. When
handling spoken data, we face an even wider range of options. The amount
of information about speakers and speech segments is almost endlessly
expandable, and there are indeed spoken corpora (such as the spoken parts
of the Survey of English Usage and its successors>>) which are finely anno-
tated to take account of prosodic features like stress, intonation contours,
and rhythm. There is no doubt that the more information we encode in
our corpus, the more sophisticated the searches we can conduct. This will

3 Information on the DCPSE (Diachronic Corpus of Present-Day Spoken
English) — which is both parsed and finely annotated in terms of speech features — can be
found on the Survey’s website: http://www.ucl.ac.uk/english-usage/ .
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yield fuller information and less noise. All this is to state the obvious.
But the question we have to ask is not whether these things are possible,
but whether they are worth doing. For many kinds of research, a corpus
with meticulously detailed headers and fine-grained linguistic annotation
(manually checked to guarantee high levels of accuracy) is precisely what
is needed. But when building a lexicographic corpus, we need to keep in
mind the kinds of information that dictionary-makers actually need, and
to ask whether additional processing is worth the cost and effort involved.
The fact is that — for most purposes — standard POS-tagging together with
broad categorization in headers is perfectly adequate. Once these basic
requirements are met, we face a choice between acquiring text in very large
volumes (and tolerating the odd imperfection) or focusing on the creation of
corpora of unimpeachable quality. For lexicographers, the choice is simple,
and it is worth noting that the granularity of the major corpora (Brown,
then BNC, then OEC) has declined as the volume of data has increased.

3.7.2 Final thoughts

In this chapter we have outlined a methodology for building a corpus for
use in lexicography. The approach we describe takes account of relevant
theoretical work (in text-type analysis and patterns of vocabulary distrib-
ution, for example); of many decades of research and practice within the
language-engineering community; and above all of the practical experience
of corpus-developers and corpus-users since the earliest days of data-driven
lexicography.

It will be clear that there is no such thing as a ‘perfect’ corpus — natural
language is just too diverse and too dynamic to allow us to think we can
create an impeccably representative sample of it. Furthermore, before we
can say whether a corpus is ‘good’, we have to ask ‘good for what?” The
design of a corpus, and the delicacy with which it is annotated, depend crit-
ically on the uses to which the corpus will be put. And we have argued that,
for lexicography, the best, most useful kind of corpus is one that combines
very large volumes of data with diversity in a number of broad categories
(like mode, medium, and domain), and a level of linguistic and textual
annotation which aspires to high quality but does not seek perfection. The
value of such a corpus for dictionary-makers will become apparent in later
chapters of this book, but the single biggest benefit is the access it gives us
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to the ‘regularities’ of the language — the typical and recurrent features and
patterns which make up the norms that lexicographers seek to identify and
describe. There is no longer any serious argument about whether or not to
use corpora in creating dictionaries. The use of corpora can be taken as
a given, and our main concerns now are with optimizing corpus-querying
software in order to make it faster, more efficient at tracking down the
information we need, more proactive in alerting us to lexicographically rel-
evant facts, and better-adapted to helping us discover new and unsuspected
information about the way language works.
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4.1 Preliminaries

In Chapter 3 we discussed what is nowadays the most likely source of
evidence for a team writing a dictionary of current language, the corpus.
This chapter describes the role this corpus plays in a dictionary project, and
the environment the lexicographers work in. Figure 4.1 gives an outline of
the topics we cover.

4.2 The dictionary-writing process

There are many different ways of using a corpus in dictionary production.
Often a publishing house owning a dictionary will want you to start from
the text of that dictionary, adapt it to suit the new specifications, and update
it according to corpus evidence, editing the wordlist itself as well as the
entries. This is always enriching for the book, but can be very frustrating
for the editing team, because the budget is often too tight to allow for true
corpus analysis, and the resultant ‘corpus-based’ dictionary falls between
two stools. More rewarding (if more labour-intensive) is to start afresh and
work systematically from corpus to dictionary.
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The process described here is the ideal way to compile a corpus-based
dictionary from scratch: it was developed during the editing of the Oxford-
Hachette English-French French-English Dictionary (1994); it has been suc-
cessfully applied in various adaptations on various projects since then; it
uses the talents of different types of linguists and lexicographers to the best
advantage; and it is, we believe, the most economical way of compiling, from
corpus evidence, a dictionary which gives a true reflection of the language
it describes. This method is twofold in the case of monolingual dictionaries
(summarized in Figure 4.2), and threefold for bilinguals (see Figure 4.3).

1. ANALYSIS

database

2. SYNTHESIS dictionary

Dictionary Editor

Fig 4.2 From corpus to monolingual dictionary: the twofold process

Lexicographers differ in what they do best: some are better at analysis,
some at translating, and some at dictionary-entry writing. Separate these
tasks and you use the whole team to best advantage. The various stages are
outlined below, and form the focus of Chapters 8 through 12.
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Fig 4.3 From corpus to bilingual dictionary: the threefold process

4.2.1 Rationale

The database produced by the ‘analysis’ process (described in detail in
Chapters 8 and 9) is complex, and you might wonder why it’s needed at
all. Why can’t we simply write dictionary entries straight from the cor-
pus, especially since our corpus-querying tools are now so sophisticated?
Well, we can, of course, and many dictionary-makers do exactly that. In
a contemporary publishing environment, a good dictionary writing system
(DWS: §4.3.2) provides a clear framework for editors to work within, and
offers a lot of guidance on the content of dictionary entries. In this model,
the compilation route is straight from corpus to dictionary, without a pass
through a database. But although a dictionary entry produced in this way
will reflect the evidence of the corpus, with this editorial approach you write
your entry without ever having a systematic and comprehensive overview
of the lexicographically relevant facts about your headword. This overview
is what a pre-dictionary database provides. Moreover, a preliminary pass
through the data is an essential part of writing a bilingual dictionary entry:
it’s impossible to supply adequate target language equivalents without
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knowing a great deal more about the contexts in which the headword is
found than can eventually be included in the actual entry.

The advantages of storing the facts about the headword in a relational
database include the following:

= The structure of the database guides the analysis process: by specifying
the types of fact to be identified and recorded, it reduces the risk of
significant features being overlooked.

= The completed database holds a comprehensive record of how your
headword behaves in the corpus.

= The database allows editors to scan the material in a systematic way,
making it easier to decide how the word should be presented in the
dictionary, and which of the many facts found in the corpus they
should select for their purpose.

= The database speeds up the editing process: if the corpus analysis is
done thoroughly, and the database is carefully designed, editors will
rarely need to go back and look at raw corpus data.

= The database is re-usable: after the first dictionary has been drawn
from it (say, a large monolingual), the database can be used as the
basis for a bilingual dictionary; then perhaps a grammar book or other
reference resource.

4.2.2 Analysis: compiling the database from the corpus

All dictionaries are in a sense databases. But we use the term here in a rather
specific way, to refer to the structured collection of linguistic data assembled
during the analysis stage of lexicography. The purpose of this database is to
store selected facts about the word in a systematic way, so that by scanning
them you can quickly and efficiently get a fix on the headword and extract
the information you need for the final dictionary entry.

= The more detail the better, in the database, but avoid redundancies:
remember the dictionary editors have to make sense of it all, as fast as they
can.

The format of the database entry reflects that of a dictionary entry, but is
much more detailed, as we shall see later (Chapters 8 and 9). It can hold
a rich selection of corpus examples showing the headword in use in its
various meanings and patterns (complete corpus sentences can be stored
in the database, whereas they are often adapted for use in the dictionary);
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the headword can be ‘split’ very finely into senses and subsenses, which
can later be ‘lumped’ together for dictionary purposes;! information about
the grammar of the headword is noted in special database fields, usually in
formal codes; and its significant collocates (see §9.2.7 for discussion of what
this term means) in the corpus are also noted in separate fields, each with
its own example sentences. This highly structured format means that much
of the information in the database is accessible to computerized searching
and filtering. The database contents can therefore be re-used (and updated)
after the primary dictionary has been extracted. From a commercial point
of view, a well-designed and well-populated dictionary database represents
a valuable piece of intellectual property. As well as being usable as a basis for
all kinds of dictionary and as an information-source for linguistic research,
it is likely to be attractive to builders of computer applications such
as machine-assisted translation systems, information retrieval tools, and
so on.

All the corpus searching, sense finding, collocate noting, and grammar
coding is done in the analysis stage, freeing up the dictionary editors — who
come along afterwards — to concentrate on fashioning entries that meet the
needs of a specific target user. The value of the database lies in the fact that
it is an unbiased record of what is happening in the one single language it
is describing. It’s often better for the database editors to have no knowledge
of what kind of dictionary it will be used for — this stops them from making
premature decisions about what is worth keeping and what isn’t.
=» At this point you're building a monolingual database: if your dictionary
is a bilingual one, it’s easy to be swayed by your knowledge of the target
language and start picking out facts and examples on that basis — don’t
do it!

The analysis stage is discussed in detail in Chapter 8§ (finding the senses,
or lexical units, of the headword) and Chapter 9 (identifying what is worth
recording for each of these lexical units, or LUs, and recording it system-
atically). For a monolingual dictionary, you go straight from analysis to
‘synthesis’ (see Chapter 10), and on the basis of the facts collected in the
database, you write the most appropriate entry for your dictionary. For a
bilingual dictionary, however, the ‘transfer’ stage (Chapter 11) necessarily
precedes the dictionary-editing stage (Chapter 12), in which final entries are
created from the accumulated data.

! More about lumping and splitting in §3.1.3.
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4.2.3 Transfer: translating the database

The purpose of this stage is to build up a body of target language (TL)
equivalents of the headword in as many contexts as possible, so that when
the entry editors come to extract the final entry they have all their options
assembled for them in one place. This work is best done by experienced
translators with an excellent knowledge of both languages, and preferably
native speakers of the target language: they are not necessarily trained lexi-
cographers but are capable of fast and accurate translating. Lexicographers’
skills are more effectively used when the entry is being constructed.

During the transfer, the database is partially translated — ‘partially’
because you don’t want the translators to translate every phrase and corpus
sentence in the database entry (that’s a waste of time, it slows down the
translation stage and often brings the editing stage to a grinding halt). You
want the translators to come up with one or two ‘general’ translations for
each LU, that is, the TL term that fits most of its corpus contexts. Then
they work through all the corpus examples and offer headword translations
only for the headword in contexts where the ‘general’ translation of that
LU cannot be used. They don’t translate the whole sentence, only the
minimum necessary to make sense of the equivalence. They also provide TL
equivalents of any MWEs in the database. This technique will become much
clearer when you read the detailed description of the work in Chapter 11.

4.2.4 Synthesis: editing the entry

The purpose of this stage is to produce the final entry, the one most
appropriate for the typical user of your dictionary. This work is best done
by skilled and experienced lexicographers, though the shortest and most
formulaic entries provide a good training ground for newcomers to the
profession. (The fact that they are working from a coherent and systematic
database entry makes it easier for them to pick out the most useful facts for
their users; if they follow the Style Guide, they can’t go far wrong here.)
The synthesis stage is reasonably straightforward when you are writing
a monolingual dictionary: most problematic are the tasks of deciding on
the dictionary senses, and devising definitions for these. This takes con-
siderable skill at first, but this comes with experience (more on defining
in Chapter 10). Extracting a bilingual dictionary entry from the partially
translated database needs to be done by good bilingual linguists trained in
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lexicography. Ideally, each entry will be drafted by a native speaker of the
SL, checked through by a native speaker of the TL, then finalized by the SL
speaker. All along the line you never lose sight of your typical user, or users
if the dictionary is being prepared for both SL and TL speakers.
= A salutary thought — if careful users with adequate knowledge and skills
have trouble with your dictionary entry, it’s your fault not theirs.

4.3 Software

The processes described in §4.2 are supported by two types of software:

= a Corpus Query System (CQS): a computer program that enables you
to analyze the data in a corpus in various ways

= a Dictionary Writing System (DWS): a program that enables lexi-
cographers to compile and edit dictionary text, as well as facilitating
project management and (later in the process) typesetting and output
to printed or electronic media.

This section describes the features and benefits of both types of program.

4.3.1 The Corpus Query System (CQS)

In Chapter 3 we described the process of creating a lexicographic corpus,
with the constituent texts encoded in a standard format (§3.6.1), linguis-
tically annotated (§3.6.3), and enriched by ‘document headers’ providing
information about each one (§3.6.2). This is the raw language data which
you will study during the analysis process (§4.2.2), and the CQS is the
program that makes this possible.

4.3.1.1 Lexicographic needs and CQS functionality A good way of eval-
uating a CQS is to start from the categories of information you want
to include in your dictionary. As you compile the dictionary, you will
have to:

= make decisions about what to include (headwords, variant forms,
meanings, multiword expressions, and so on)

= identify word senses, explain their meaning, and decide what order to
show them in
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= describe combinatorial behaviour (syntactic preferences, collocations,
phraseology, etc)

= assign labels to items that are characteristic of a particular region,
style, subject-field or time period.

Your decisions on all these issues will depend on what the corpus reveals.
And the question is not whether your corpus contains all this information
(a large, well-constructed corpus certainly will), but how quickly and easily
you can retrieve the information using your CQS.

4.3.1.2 The KWIC concordance
dances are the basic tool of corpus lexicography. Figure 4.4 shows a con-
cordance for the verb faste, which has been generated from the BNC, using
the Sketch Engine CQS. What the CQS has done here is look for every

KWIC (keyword in context) concor-
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EN1 straight and breathed through his mouth tasting mint coolness . </p=><p=Gerry s voice was

KPV when you 're ill , but What 's everything tastes nice when you 're ill Just gives you a

CEH  want to throw up the supper you had neither tasted nor enjoyed . In those fearful few moments

F9H a hawthorn leaf . Young and tender , it tasted nutty , the * bread and cheese ' of country

Ald4 that . Some of the wilder wheat beers might taste odd to the unmitiated , but not to people

CJT and here of truffle . This glob of tissue tasted of boiled mushroom ; and that of bland

H94 and nibbled the doughnut forlomnly . It tasted of candied peel and nuts , and she was

ABB  products should be avoided as they tend to taste of cardboard and have a sumilar texture

BE7J fire , Some say inice . From what I 've tasted of desire I hold with these who favour

E97 Hart (051-424-2508 ) .</p=>Thumbs up to taste of France as schools go Continental Picture

EBW  You can make some men but it just wo n't taste of ginger makes some men do you like one
 omandleft  n't slice , it disintegrates . She divides it into great scoopfuls and fills a cornflake bowl for each ofus . I |

EN

Fig 4.4 A KWIC concordance for the verb taste in the Sketch Engine
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occurrence of the verb taste in the texts of the corpus, retrieve each instance
along with about twenty words of surrounding context, and display them
with the ‘node word’ (taste) in the centre of the screen. The software takes
advantage of the following features of the BNC (cf. §3.6):

= Lemmatization: if you ask for a concordance for the lemma zaste, the
system automatically retrieves instances of tastes, tasting, and tasted
as well as the base form.

= POS-tagging: this enables the CQS to retrieve data for zaste as a verb,
and to ignore instances of taste as a noun.

= Document headers: the alphanumeric codes in the left-hand margin
indicate the source text where the adjacent corpus line occurs, and if
you click on any of these, full bibliographical data will be displayed in
a separate pane.

This concordance in Figure 4.4 is part of a sample of the available data,
300 lines for the verb faste randomly selected from the 1,408 occurrences
in the BNC (the shaded box in the top right-hand corner gives frequency
information). If the KWIC display doesn’t provide enough information
for a given line, you can see more of the source text by clicking on the
node word: this opens up the pane at the bottom of the screen (which
here shows more text for the second line in the concordance). Finally, the
concordance here is right-sorted, meaning that lines are displayed following
the alphabetical order of the word immediately to the right of the node. In a
sorted concordance, different instances of the same pattern tend to cluster
together, and in this case we see several examples of taste like... and taste
of ... One of the earliest revelations of corpus study was that right- or left-
sorted concordances will often give a powerful, visual representation of a
word’s recurrent patterns —in a way that is impossible to ignore or overlook.

4.3.1.3 How to frame a query Scanning a sample concordance like the one
in Figure 4.4 is a good starting point when you are investigating a complex
word. As recurring features emerge from the data, you can use the CQS to
conduct more specialized searches. Here, for example, a quick scan tells us
that taste is often followed by an adjective (tastes lovely, tasted nutty, might
taste odd, etc.), so we may want to see more examples of this pattern and
get a clearer idea of how frequent it is. As Figure 4.5 shows, the query input
form allows you to narrow down your search by requesting only those
instances of taste which are followed by an adjective. In this query, the key
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Fig 4.5 Inputting a query in the Sketch Engine

search word is (as before) raste as a verb; the drop-down list next to the
lemma box allows you to select any of the main wordclasses. The ‘Context’
boxes in the lower half of the screen are used for specifying the text to the
left (‘Left context’) or right (‘Right context’) of the node word, and you
can either enter a specific word or simply select a wordclass; in this case,
‘adjective’ has been selected, in a “Window Size’ of two tokens to the right
of the node. (The BNC has 420 instances of corpus lines that match this
query.)

Endless variations are possible using the same processes. For example,
you may notice — by scanning a random sample of concordance lines — that
when taste is a noun, it often occurs in the pattern ‘in + ADJECTIVE +
taste’. If you specify the word ‘in’ in the Left context ‘Lemma’ box, and
select the wordclass ‘adjective’ in the ‘PoS’ box below it, the software will
find expressions like in (verylextremely) bad taste, in exquisite taste, and
in the worst possible taste. (The ‘Phrase’ box in the top half of the screen,
incidentally, allows you to specify a precise search string like ‘in the best
possible taste’.)
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Box 4.1 Making queries with CQL (Corpus Query Language)

When the user of a CQS enters search terms into the boxes provided, the
program interprets these queries and converts them into instructions that the
computer can understand. In the Sketch Engine (and some other types of
CQS), these instructions take the form of a standard, widely used code called
‘Corpus Query Language’ (CQL). But you also have the option of using CQL
directly (see the box labelled ‘CQL’ in the middle of the screen in Figure 4.5).
A query in which the Lemma box contains the word commit and the Right
context box selects ‘noun’ from the PoS list could be made equally well in
CQL, like this:

[lemma = “commit”][tag = “NN.”]

The advantage of CQL is that it is powerful and flexible, and it allows you
to make very complex searches; it is a good way of finding all instances of a
particular grammatical pattern, for example. Should lexicographers familiarize
themselves with this query language? On the whole, we suggest that this is
unlikely to be useful. CQL has great value as a tool for linguistic research,
but working lexicographers will rarely have time for in-depth investigations.
When a CQS has been designed in consultation with lexicographers (as the
Sketch Engine was), care is taken to ensure that all the most useful search
routines — the kinds of search that lexicographers will need to make on a
regular basis — can be made by filling in ready-made boxes like the ones in
Figure 4.5.

4.3.1.4 COS functionality A powerful CQS has a great many functions,
the majority of which will be employed only rarely. A few will be in
regular use,